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The present study investigates amplitude death in Cartesian product networks of two subnetworks, where each
subnetwork has a different coupling delay. The property of the Cartesian product helps us to analyze the stability
of amplitude death. Our analysis reveals that amplitude death can occur for long coupling delays if there is a
suitable difference in the coupling delays in the two subnetworks. Furthermore, based on the edge theorem in
robust control theory, we propose two design procedures of coupling parameters for inducing amplitude death in
the Cartesian product networks. Our procedures do not require any information of topologies of the subnetworks.
The validity of these procedures is numerically confirmed.
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I. INTRODUCTION

Nonlinear phenomena in coupled oscillators are an active
field of research [1,2]. A diffusive-coupling-induced stabi-
lization of unstable equilibrium points is called amplitude
death [3,4]. It has been proved that amplitude death never
occurs in coupled identical oscillators [5–7]. However, Reddy
et al. revealed that the diffusive time-delayed coupling
causes amplitude death even in coupled identical oscillators
[8,9]. Amplitude death by delayed coupling has attracted
much attention in nonlinear science [10]. Various types of
delayed couplings, which can induce amplitude death, have
been reported, including distributed-delayed coupling [11–
13], multiple-delayed coupling [14], time-varying delayed
coupling [15–17], integrated delayed coupling [18], delayed
multicomponent coupling [19], digital delayed coupling [20],
mixed time-delayed coupling [21,22], and delayed mean-field
coupling [23]. Furthermore, amplitude death induced by delay
couplings is expected to be used for suppression of undesired
oscillations in engineering systems, for instance coupled
thermoacoustic systems [22] and dc micro grids [24].

Most previous studies on amplitude death assume that
all coupling delays in coupled oscillators are identical in
order to simplify the stability analysis. However, in real-
world networks, such as neural networks [25], the coupling
delays are often not identical due to physical constraints
(e.g., different distances and propagation speeds of signals).
For nonidentical coupling delays, the stability analysis of
amplitude death is difficult, since the characteristic equation
governing the stability cannot be simplified. Thus, for such a
case, the stability of amplitude death must be estimated through
numerical calculations [26]. To the best of our knowledge,
there has been no analytical investigation of amplitude death
induced by the nonidentical coupling delays.

The Cartesian product is one of the basic operations of
graph theory [27]. This product allows us to make Cartesian
product networks of two subnetworks [see Fig. 1(a)]. Various
network topologies are made by the Cartesian product, for
instance mesh graphs, cubic graphs, and hypercubic graphs.
In Cartesian product networks, the Laplacian or adjacency
matrices are easily diagonalized, and their eigenvalues are
given by the sum of those of the two subnetworks. Based on

the above property, Atay and Bıyıkoğlu investigated complete
synchronization in Cartesian product networks of diffusively
coupled oscillators [28]. Asllani et al. studied Turing instability
for a reaction-diffusion system defined on Cartesian product
networks [29], and complete or partial synchronization in
Cartesian product networks of delayed coupled oscillators has
also been investigated [30,31].

As the first step in investigating amplitude death in networks
with nonidentical coupling delays, the present study considers
networks with two different coupling delays. In particular,
we focus on Cartesian product networks of two subnetworks
that have different coupling delays [see Fig. 1(a)]. We clarify
the influence of these two coupling delays and topologies
of the subnetworks on the stability of amplitude death.
Recently, from an engineering viewpoint, design procedures
for achieving desired dynamics in oscillator networks have
attracted attention [32–35]. Hence, we propose two design
procedures of coupling parameters (i.e., the coupling strength
and coupling delays) for inducing amplitude death in the
Cartesian product networks on the basis of the robust control
theory. The design procedures do not require any information
on the topologies of the subnetworks. The validity of the
procedures is confirmed through numerical simulations. The
present study is a substantially extended version of our
conference paper [36].

The following notation is used throughout the present study.
G = (V,E) is a graph consisting of a set of nodes V and
edges E . Conversely, V(G) and E(G) represent the sets of
nodes and edges, respectively, of the graph G. AG is the
adjacency matrix of graph G. If the ith and lth nodes are
connected by an edge, then {AG}il = {AG}li = 1; otherwise,
{AG}il = {AG}li = 0. IN denotes the N × N unit matrix. The
symbol ⊗ denotes the Kronecker product. The imaginary unit
is defined as j := √−1.

II. CARTESIAN PRODUCT NETWORK OF DELAYED
COUPLED OSCILLATORS

This section explains Cartesian product networks of de-
layed coupled oscillators. The Cartesian product is described
mathematically on the basis of graph theory. The dynamics of
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FIG. 1. Examples of Cartesian product networks G1�G2 of
delayed coupled oscillators. The networks consist of two subnetworks
G1 and G2. Subnetworks G1 and G2, respectively, include the coupling
delays τ1 and τ2, which are indicated by black and red (gray) frame
squares for (a) and by black and red (gray) lines for (b)–(d). (a) G1:
m = 3 path graph, G2: n = 3 ring graph. (b) G1: m = 3 path graph,
G2: n = 2 path graph. (c) G1: m = 3 ring graph, G2: n = 3 ring graph.
(d) G1: m = 3 path graph, G2: n = 50 complete graph.

the delayed coupled oscillators on Cartesian product networks
is provided.

Let V1 = {x1, . . . ,xm} and V2 = {y1, . . . ,yn} be the node
sets of graphs G1 = (V1,E1) and G2 = (V2,E2), respectively,
where m and n are the numbers of nodes of G1 and
G2. The Cartesian product network G1�G2 of two sub-
networks G1 and G2 is a graph for which the node set
V(G1�G2) is given by the Cartesian product V1 × V2, that
is, {(x1,y1),(x1,y2), . . . ,(xm,yn)} [27]. An example of the

Cartesian product network is illustrated in Fig. 1(a), where
the edges of the subnetworks G1 and G2 are indicated in
black and red (gray), respectively. If two nodes (xp,yq) and
(xp′ ,yq ′ ), where p,p′ ∈ {1, . . . ,m} and q,q ′ ∈ {1, . . . ,n}, in
G1�G2 are adjacent, then we have yq = yq ′ and xpxp′ ∈ E(G1)
or if xp = xp′ and yqyq ′ ∈ E(G2). For instance, as illustrated in
Fig. 1(a), node (x1,y1) is adjacent to (x1,y2) but is not adjacent
to (x2,y2). The adjacency matrix of the network G1�G2 is
given by

AG1�G2 = AG1 ⊗ In + Im ⊗ AG2 , (1)

where AG1 ∈ Rm×m and AG2 ∈ Rn×n. The first (second) term
of the right-hand side of Eq. (1) represents G1 (G2) in G1�G2

whose edges are illustrated by black (red) lines in Fig. 1(a).
The present study considers the Cartesian product network

of delayed-coupled oscillators

Żi(t) = [μ + jω − |Zi(t)|2]Zi(t)

+u
(1)
i (t) + u

(2)
i (t) (i = 1, . . . ,mn), (2)

where Zi(t) ∈ C is the state variable of the ith oscillator,
and μ > 0 and ω > 0 denote the instability and the natural
frequency, respectively, of the equilibrium point Zi

∗ = 0. Each
oscillator receives the two signals u

(1)
i (t) and u

(2)
i (t) from

subnetworks G1 and G2, which are given by

u
(1)
i (t) = k

{
1

d
(1)
i

(
mn∑
l=1

c
(1)
i,l Zl(t − τ1)

)
− Zi(t)

}
,

u
(2)
i (t) = k

{
1

d
(2)
i

(
mn∑
l=1

c
(2)
i,l Zl(t − τ2)

)
− Zi(t)

}
,

(3)

where k ∈ R denotes the coupling strength, and τ1 � 0 and
τ2 � 0 are the coupling delays in the subnetworks G1 and
G2, respectively [see Fig. 1(a)]. c

(1)
i,l and c

(2)
i,l represent the (i,l)

elements of the adjacency matrices of AG1 ⊗ In and Im ⊗ AG2

in Eq. (1), respectively: if the ith and the lth oscillators are
coupled in the subnetwork G1 (G2), then c

(1)
i,l = c

(1)
l,i = 1 (c(2)

i,l =
c

(2)
l,i = 1), otherwise c

(1)
i,l = c

(1)
l,i = 0 (c(2)

i,l = c
(2)
l,i = 0). Here,

d
(1),(2)
i := ∑mn

l=1 c
(1),(2)
i,l are the degrees of the ith oscillator

in subnetworks G1,2. Coupled oscillators (2) and (3) have a
homogeneous steady state,

[Z∗
1 , . . . ,Z

∗
mn]T = [0, . . . ,0]T . (4)

If steady state (4) is stable, amplitude death can occur.
Our motivation is to clarify the influence of the two coupling

delays and the topologies of subnetworks on the stability of
the steady state (4) (i.e., the local stability of amplitude death).

III. STABILITY ANALYSIS

This section investigates the local stability of steady state
(4). Linearizing coupled oscillators (2) and (3) at state (4), we
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obtain the linearized equation

żi(t) = (μ + jω − 2k)zi(t)

+ k

d
(1)
i

mn∑
l=1

c
(1)
i,l zl(t − τ1) + k

d
(2)
i

mn∑
l=1

c
(2)
i,l zl(t − τ2),

(5)

where zi(t) := Zi(t) − Z∗
i is a perturbation from the equilib-

rium point. Equation (5) can be rewritten as

Ẋ(t) = (μ + jω − 2k)X(t) + k(E1 ⊗ In)X(t − τ1)

+ k(Im ⊗ E2)X(t − τ2), (6)

where X(t) := [z1(t), . . . ,zmn(t)]T . Matrices E1 := D−1
G1

AG1

and E2 := D−1
G2

AG2 are the normalized adjacency matrices of
the subnetworks, where DG1 ∈ Rm×m and DG2 ∈ Rn×n are the
degree matrices of G1 and G2, respectively.

The stability of linear system (6) is governed by the
characteristic function,

G(s) = det[(s − μ − jω + 2k)Imn

− k{(E1 ⊗ In)e−sτ1 + (Im ⊗ E2)e−sτ2}]. (7)

Here, matrices E1 and E2 are similar to real symmetric
matrices [37]. Thus, by transformation matrices T 1 and T 2,
matrices E1 and E2 are diagonalized as follows:

T−1
1 E1T 1 = diag(ρ1, . . . ,ρm),

T−1
2 E2T 2 = diag(σ1, . . . ,σn),

where ρ1, . . . ,ρm ∈ R and σ1, . . . ,σn ∈ R are the eigenvalues
of E1 and E2, respectively. This diagonalization allows us to
rewrite Eq. (7) as

G(s) = det
[(

T−1
1 ⊗ T−1

2

)
[(s − μ − jω + 2k)Imn

− k{(E1 ⊗ In)e−sτ1 + (Im ⊗ E2)e−sτ2}](T 1 ⊗ T 2)
]

= det[(s − μ − jω + 2k)Imn

− k{[diag(ρ1, . . . ,ρm) ⊗ In]e−sτ1

+ [Im ⊗ diag(σ1, . . . ,σn)]e−sτ2}].
Thus, Eq. (7) can be separated into mn modes,

G(s) =
m∏

p=1

⎧⎨
⎩

n∏
q=1

g(s,ρp,σq)

⎫⎬
⎭,

where

g(s,ρ,σ ) := s − μ − jω + 2k − k(ρe−sτ1 + σe−sτ2 ). (8)

We see that steady state (4) is stable if and only if all the mn

modes of g(s,ρ,σ ) are stable. In the following, we investigate
the stability of the characteristic function (8).

Note that the stability is changed when at least one root of
g(s,ρ,σ ) = 0 crosses the imaginary axis in the complex plane.
The root on the imaginary axis is a pure imaginary number.
Substituting s = jλ (λ ∈ R) into g(s,ρ,σ ) = 0 yields its real
and imaginary parts,

−μ + 2k − kρ cos(λτ1) − kσ cos(λτ2) = 0,

λ − ω + kρ sin(λτ1) + kσ sin(λτ2) = 0.
(9)

From Eq. (9), the marginal stability curve and stability region
are derived by the following procedure. First, by solving Eq. (9)
in terms of τ1,2 using a numerical approach such as the Newton-
Raphson method, we can derive the marginal stability curves
on the coupling delays space (τ1,τ2) [14]. Second, by checking
the direction of the root crossing the imaginary axis, we can
estimate the stability region. The direction is decided by the
sign of the following equation:

Re

[
ds

dτ2

]
s=jλ

= Re

[
− jλkσe−jλτ2

1 + k
(
ρτ1e−jλτ1 + στ2e−jλτ2

)
]
.

(10)

A positive (negative) sign in Eq. (10) indicates that the root
crosses the imaginary axis from left to right (right to left) with
increasing τ2.

IV. STABILITY REGION

To examine the influence of the two coupling delays (i.e.,
τ1,τ2) and the topologies of subnetworks (i.e., ρp,σq) on the
stability of amplitude death, this section derives the stability
curve and region based on the procedure explained in the
previous section. The parameters of the oscillators are fixed at

μ = 0.5, ω = 2π. (11)

The coupling strength is set to k = 3μ = 1.5. Figures 2(a)–
2(d) show the stability curves and regions in space (τ1,τ2)
for the four different Cartesian product networks illustrated in
Figs. 1(a)–1(d), respectively: (a) G1: m = 3 path graph (ρ1 =
1,ρ2 = 0,ρ3 = −1), G2: n = 3 ring graph (σ1 = 1,σ2,3 =
−0.5); (b) G1: m = 3 path graph, G2: n = 2 path graph
(σ1 = 1,σ2 = −1); (c) G1: m = 3 ring graph, G2: n = 3 ring
graph; and (d) G1: m = 3 path graph, G2: n = 50 complete
graph (σ1 = 1,σ2,...,50 = −1/49). The thin and bold curves
represent the stability boundaries. If a parameter set (τ1,τ2)
crosses the bold (thin) curve with an increase in τ2, at least one
root of g(s,ρ,σ ) = 0 crosses the imaginary axis from right to
left (left to right). The gray areas denote the stability region
of amplitude death, where all roots of g(s,ρ,σ ) = 0 remain in
the open left-half plane.

We can see that the stability region depends heavily on the
network topology of the subnetworks. For instance, Fig. 2(b)
has a narrow region, whereas Fig. 2(c) has a wide region.
Furthermore, the long coupling delays of the two subnetworks
cannot induce amplitude death if the delays are the same
(i.e., τ1 = τ2) [8]. For example, the parameter set (τ1,τ2) =
(1.25,1.25), both of whose elements are somewhat longer
than the period of the oscillator T = 2π/ω = 1.0, is out of
the stability region in all Figs. 2(a)–2(d) (see the black cross
symbols in Fig. 2). In contrast, for different coupling delays
(i.e., τ1 �= τ2), we can induce amplitude death even for long
coupling delays (see the white dotted lines in Fig. 2). Note
that these white dotted lines are commonly observed in Fig. 2
regardless of the different topologies of the subnetworks.

In the next section, we will theoretically prove that these
white dotted lines exist independently of the topologies of
the subnetworks. Furthermore, based on the above fact,
two design procedures of the coupling parameters (i.e., the
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(a) (b)

(c) (d)

FIG. 2. Stability curves and regions (gray areas) on the coupling
delays space (τ1,τ2) for the four Cartesian product networks G1�G2

illustrated in Fig. 1: (a) G1: m = 3 path graph, G2: n = 3 ring graph;
(b) G1: m = 3 path graph, G2: n = 2 path graph; (c) G1: m = 3 ring
graph, G2: n = 3 ring graph; and (d) G1: m = 3 path graph, G2:
n = 50 complete graph. The parameters of the oscillators are fixed
at (μ,ω) = (0.5,2π ). The coupling strength is set to k = 3μ = 1.5.
The black cross symbol at (τ1,τ2) = (1.25,1.25) represents the point
where the two coupling delays in two subnetworks are somewhat
longer than the period of the oscillator T = 2π/ω = 1.0. The vertical
and diagonal white dotted lines through the white cross symbol [i.e.,
(τ1,τ2) = (0.25,0)] are τ1 = 0.25 and τ2 = τ1 − 0.25, respectively.

coupling delays τ1,τ2 and the coupling strength k) for inducing
amplitude death will be provided.

V. DESIGN PROCEDURE

The previous section shows that the stability region depends
heavily on the network topology of the subnetworks. Thus,
in order to induce amplitude death, we have to know the
topology in advance. However, it would be difficult to obtain
the network topology in detail for a large-scale network. This
section proposes topology-free design procedures of coupling
parameters (k,τ1,τ2) for inducing amplitude death.

Now, we consider the coupling parameters (k,τ1,τ2), which
induce steady state (4) to be stable for an arbitrary topology of
the subnetworks. Here, ρ and σ in Eq. (8) are the parameters
depending on the topology of the subnetworks. It is known that
these two values always satisfy ρ ∈ [−1,1] and σ ∈ [−1,1]
for any network topologies1 [38]. Hence, steady state (4) is
stable independent of the topologies of the subnetworks if

1For example, the eigenvalues set (ρp,σq ) for the network illustrated
in Fig. 1(d) is plotted as the red (gray) cross symbols in space (ρ,σ )
in Fig. 3.

FIG. 3. Convex family � in the (σ,ρ) space (gray region). Edges
Eγ,η with vertices gγ (s) and gη(s) envelopes �. Red (gray) cross
symbols indicate eigenvalues (σp,ρq ) for the network illustrated in
Fig. 1(d).

characteristic function (8) is stable for any ρ ∈ [−1,1] and
σ ∈ [−1,1]. However, it is difficult to check the stability of
Eq. (8) for all ρ and σ .

Robust control theory helps us to address this difficulty in
stability analysis. Since ρ and σ have upper and lower limits,
Eq. (8) can be expressed as the elements of the convex family
(see Fig. 3):

� := {g(s,ρ,σ ) | ρ ∈ [−1,1],σ ∈ [−1,1]}
= conv{g1(s),g2(s),g3(s),g4(s)}, (12)

where the four vertices of � are given by

g1(s) := g(s,1,1), g2(s) := g(s, − 1,1),

g3(s) := g(s, − 1, − 1), g4(s) := g(s,1, − 1).

The edge theorem [39,40] in robust control theory guarantees
that � is stable if and only if all the edges,

Eγ,η := (1 − α)gγ (s) + αgη(s), α ∈ [0,1], (13)

with (γ,η) ∈ {(1,2), (2,3), (3,4), (4,1)} enveloping �, are
stable (see Fig. 3). In other words, in order to guarantee
the stability of steady state (4) for any topologies of the
subnetworks, we only have to check the stability of these four
edges.

The present study proposes two design procedures based
on the edge theorem. In preparation for these procedures, we
present the following topology-free lemma:

Lemma 1. Assume that the parameters of the oscillators
satisfy

ω � 2πμ. (14)

Steady state (4) is stable for any number of oscillators m,n and
any topologies of the subnetworks E1 and E2 if the coupling
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strength and coupling delays are set to

k = 3μ, (15)

τ1 = π

2ω
, (16)

τ2 = 0. (17)

Proof. We will show that all of the edges (13) are stable if
the coupling parameters are set to Eqs. (15), (16), and (17).
See Appendix A for additional details.

Note that Lemma 1 holds if τ1 is swapped for τ2, since this
lemma does not depend on the topologies of the subnetworks.
Note that k = 3μ = 1.5 is fixed in accordance with Eq. (15)
in Fig. 2. We can see that the point (τ1,τ2) = (0.25,0) for
Eqs. (16) and (17) (see the white cross symbols) remains in
the stability regions despite the different subnetworks.

On the basis of Lemma 1, we propose two design proce-
dures. The first procedure is useful when one of the coupling
delays in the subnetworks must be long.

Theorem 1. Assume that the parameters of the oscillators
satisfy inequality (14). Steady state (4) is stable for arbitrary
coupling delay τ2 � 0, any number of oscillators m,n, and
any topologies of subnetworks E1 and E2 if the coupling
strength k and coupling delay τ1 are set to Eqs. (15) and (16),
respectively.

Proof. Lemma 1 guarantees the stability of g(s,σ,ρ) with
τ2 = 0 for any σ ∈ [−1,1] and ρ ∈ [−1,1]. Here, we prove
that the stability of g(s,σ,ρ) is maintained even for any τ2 � 0.
This proof will show that g(iλ,ρ,σ ) = 0 [i.e., Eq. (9)] has no
root for any τ2 � 0 if the coupling parameters (k,τ1) are set to
Eqs. (15) and (16). See Appendix B for further details.

The vertical dotted lines in Fig. 2 indicate τ1 = 0.25 [i.e.,
Eq. (16)]. It can be seen that, in all of Figs. 2(a)–2(d), these
lines exist within the stability region. Thus, we can choose
arbitrarily long τ2.

Theorem 1 shows that one of the coupling delays can be
chosen arbitrarily, but another has to be fixed at Eq. (16).
Hence, we cannot choose both of the coupling delays to be
long. If both coupling delays must be long, then the following
theorem is useful for their design:

Theorem 2. Assume that the parameters of oscillators satisfy
inequality (14). Steady state (4) is stable for any number of
oscillators m,n and any topologies of subnetworks E1 and E2

if the coupling strength k is set to Eq. (15) and the two coupling
delays (τ1,τ2) satisfy

τ2 = τ1 − π

2ω
. (18)

Proof. Note that Lemma 1 guarantees the stability of
g(s,σ,ρ) for any σ ∈ [−1,1] and ρ ∈ [−1,1] when the
coupling delays are set to Eq. (18) with τ1 = π/(2ω). Here,
we show that the stability of g(s,ρ,σ ) is maintained as long
as Eq. (18) is satisfied for τ1 � π/(2ω). In other words, we
prove that there is no root of g(iλ,ρ,σ ) = 0 [i.e., Eq. (9)] when
Eq. (18) is satisfied. See Appendix C for further details.

The diagonal dotted lines in Fig. 2 indicate Eq. (18). We
can see that these lines are commonly observed in Fig. 2.

Note that both Theorems 1 and 2 hold if τ1 is swapped for
τ2 since these theorems are independent of the topologies of
the subnetworks. It must be emphasized that we can design the

coupling parameters by Theorems 1 and 2 even if we do not
know the topologies of the subnetworks.

The previous design procedures for inducing amplitude
death (e.g., [14,17]) have a severe constraint on the coupling
delays, that is, the procedures can be applied to networks only
with identical coupling delays. Thus, the range of application
of the previous procedures is limited. On the other hand,
the design procedures in the present study would relax this
constraint, since we can design the two different coupling
delays for inducing amplitude death. It should be noted,
however, that our procedures can be used only for the Cartesian
product networks.

Amplitude death is sometimes undesirable and should be
avoided in real-world applications. Thus, some researchers
have investigated the control method for avoiding amplitude
death or the condition of revoking amplitude death (i.e.,
from amplitude death to oscillatory behaviors) [41,42]. In the
present study, the edge theorem is used to guarantee robust
stability against topology uncertainty. Thus, if one can extend
the edge theorem to guarantee the instability, then it may be
possible to analyze revoking amplitude death.

VI. NUMERICAL EXAMPLE

Let us design the coupling parameters in accordance with
Theorems 1 and 2. The parameters of the oscillators are fixed
at Eq. (11).

First, we use Theorem 1. The parameters (11) satisfy
inequality (14). The coupling strength is set to k = 1.5 [i.e.,
Eq. (15)], and one of the coupling delays is set to τ1 = 0.25
[i.e., Eq. (16)]. Then, Theorem 1 guarantees the stability for
arbitrary τ2. Here, we choose τ2 = 10. Figure 4(a) shows the
time-series data with the designed parameters (k,τ1,τ2) for
the network illustrated in Fig. 1(d). The top graph is the state
variable of the first oscillator Re[Z1(t)], and the bottom graph
is the sum of the perturbations from the equilibrium point,∑150

i=1 |Zi(t) − Z∗
i |. All of the oscillators are independent of

each other until t = 30. At t = 30, they are coupled with
the designed parameters (k,τ1,τ2) = (1.5,0.25,10). After cou-
pling, all of the oscillators converge to the equilibrium point.

Second, we confirm Theorem 2. As in the case of
Theorem 1, assumption (14) holds, then the coupling strength
is set to k = 1.5. Theorem 2 guarantees the stability of the
steady state if the two coupling delays satisfy Eq. (18).
Here, we choose long coupling delays τ1 = 10.25 and τ2 =
10. Figure 4(b) shows the time-series data for the network
illustrated in Fig. 1(d). After coupling with the designed
parameters (k,τ1,τ2), we can see that oscillation of all the
oscillators is suppressed.

VII. DISCUSSION

Multiple-delay coupling was proposed in a previous study
[14]. For this coupling, two oscillators in networks are coupled
with two different transmission paths. Thus, as in the present
study, multiple-delay coupling has two different delays. This
section compares the results of the previous study [14] to those
of the present study.

The previous study reported that multiple-delay coupling
with long identical delays cannot induce amplitude death [14].
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(a)

(b)

FIG. 4. Time-series data for the network illustrated in Fig. 1(d).
The top and bottom graphs show the state variable of first oscillator
and the sum of the perturbation from the equilibrium point, respec-
tively. The parameters of the oscillators are fixed at (μ,ω) = (0.5,2π ).
All of the oscillators are independent until t = 30 and are coupled
with the designed parameters at t = 30. (a) (k,τ1,τ2) = (1.5,0.25,10)
and (b) (k,τ1,τ2) = (1.5,10.25,10).

In contrast, if there is a suitable difference, then amplitude
death can occur for two long coupling delays. It has been
proven that this is independent of the network topology. From
an engineering point of view, the multiple-delay connection
has a high cost, since this coupling requires two transmission
paths between oscillators.

As in the previous study, the present study shows that
long identical coupling delays of the two subnetworks cannot
induce amplitude death (see Fig. 2). However, if there is a
suitable difference between the delays, then we can induce
amplitude death for long coupling delays (see Theorem 1).
Compared to multiple-delay coupling, we require only one
transmission path between oscillators, but the topology is
limited to the Cartesian product networks.

VIII. CONCLUSION

The present study investigated amplitude death in the
Cartesian product networks of two subnetworks. We showed
that long coupling delays can induce amplitude death if
there is a suitable difference in the coupling delays of the
two subnetworks. Furthermore, we proposed two design
procedures of the coupling parameters for inducing amplitude
death. Our procedures do not require any information on the
topology of the subnetworks. Numerical simulations verified
the validity of our procedures.
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APPENDIX A: PROOF OF LEMMA 1

We first focus on the stability of edge E1,2. This edge
is stable if and only if both of the following conditions are
satisfied [43]:

Condition (i): g1(s) and g2(s) are stable.
Condition (ii): φ(λ) := arg[g1(jλ)] − arg[g2(jλ)] �= ±π ,

∀ λ ∈ R.
Condition (i) requires that the nodes of edge E1,2 [i.e.,

α = 0 and 1 in Eq. (13)] be stable. Condition (ii) requires that
the stability of g(s,ρ,σ ) be maintained even if α varies within
α ∈ [0,1].

First, let us consider condition (i). We investigate the
stability of node g1(s) by the direct method [44]. Here, (k,τ2)
are fixed as Eqs. (15) and (17). In the following, τ1 is treated
as a variable parameter. Then, g1(s) = 0 can be written as

P (s) + Qe−sτ1 = 0, (A1)

where P (s) := s + 2μ − jω and Q := −3μ. The stability of
g1(s) is changed when at least one root of g1(s) = 0 crosses
the imaginary axis. Substituting s = jλ into g1(s) = 0 yields

−Q/P (jλ) = ejλτ1 . (A2)

Equation (A2) can be divided into two parts, amplitude and
phase:

Fp(λ) := P (jλ)P (jλ) − Q2 = 0, (A3)

λτ1 = arg

(
− Q

P (jλ)

)
+ 2πr, r = 0, ± 1, ± 2, . . . , (A4)

where x is the complex conjugate of x. By solving Eq. (A3)
in terms of λ, we obtain λ± := ω ± μ

√
5. This means that a

root of Eq. (A1) crosses the point λ = iλ± on the imaginary
axis as τ1 varies. The direction in which the root crosses the
imaginary axis can be decided by

sgn

(
Re

ds

dτ1

∣∣∣∣
s=iλ

)
= sgn(λ)sgn

(
dFp(λ)

dλ

)

= sgn[λ(λ − ω)]. (A5)

Here, Eq. (A5) is negative for λ = λ− and positive for λ = λ+.
This means that, with increasing τ1, the root crosses the point
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λ = iλ− (λ = iλ+) on the imaginary axis from right to left
(left to right). The coupling delay τ1 at that point is calculated
from Eq. (A4),

τ±(r) := 1

λ±

{
arg

(
− Q

P (jλ±)

)
+ 2πr

}
. (A6)

For τ1 = 0, g1(s) = 0 has an unstable root s = μ + iω. With
increasing τ1, when τ1 exceeds τ1 = τ−(0), then the root
crosses the imaginary axis from right to left, and g1(s) becomes
stable. Further increasing τ1, when τ1 exceeds τ1 = τ+(0), then
the root crosses the imaginary axis from left to right, and g1(s)
becomes unstable. The above discussion can be summarized as
follows: g1(s) is stable if the coupling delay τ1 holds at τ−(0) <

τ1 < τ+(0). Moreover, inequality τ−(0) < π/(2ω) < τ+(0) is
satisfied. Therefore, node g1(s) is stable if the coupling delay
τ1 is set to Eq. (16). By the same procedure, we can guarantee
the stability of the node g2(s). Thus, condition (i) is satisfied.

Next, we consider condition (ii). We show that the absolute
value of angle |φ(λ)| between the two vectors g1(iλ) and g2(iλ)
on the complex plane is less than π . The inner product of g1(iλ)
and g2(iλ) is given by

(λ − ω)2 − 5μ2. (A7)

The inner product (A7) is negative if |φ(λ)| is greater than π/2.
The range of λ for Eq. (A7) being negative is ω − √

5μ < λ <

ω + √
5μ. We can easily check that, in this range of λ, the sign

of both Re[g1(jλ)] and Re[g2(jλ)] is always positive. This
indicates that angle φ(λ) always satisfies |φ(λ)| < π, ∀ λ ∈
R. Hence, condition (ii) holds.

Conditions (i) and (ii) prove that edge E1,2 is stable. Using
the same procedure, we can prove that all edges (13) are
stable. Therefore, the edge theorem guarantees that, under
the assumption (14), the family � is stable if the coupling
parameters are set to Eqs. (15), (16), and (17). �

APPENDIX B: PROOF OF THEOREM 1

We fixed the coupling delay τ1 and the coupling strength k at
Eqs. (16) and (15), respectively. By sin2(λτ2) + cos2(λτ2) = 1,
we can eliminate τ2 from Eq. (9),

F (λ,ρ) := (λ − ω)2 + {
25 + 9(ρ2 − σ 2)

}
μ2

− 6μρ
{

5μ cos
(
λ

π

2ω

)
+ (ω − λ) sin

(
λ

π

2ω

)}
= 0. (B1)

If there is no root of F (λ,ρ) = 0, then there is no λ satisfying
Eq. (9). We prove that F (λ,ρ) > 0, ∀ λ ∈ R. Note that we only
have to check either ρ � 0 or ρ � 0, since F (ω − λ,ρ) =
F (ω + λ, − ρ) holds: that is, the two functions F (λ,ρ) and
F (λ, − ρ) of λ are symmetric with respect to the line λ = ω.
In the following, we consider ρ � 0 (i.e., ρ ∈ [0,1]). We divide
λ ∈ R into the following four ranges: (i) λ � 0, (ii) 0 � λ � ω,
(iii) ω � λ � 2ω, and (iv) 2ω � λ.

For (i) λ � 0, we define the following function:

F1(λ) := (λ − ω)2 + 16μ2 − 6μ
√

25μ2 + (λ − ω)2. (B2)

Obviously, F (λ,ρ) � F1(λ) holds in range (i). F1(λ) is a
monotonically decreasing function with respect to λ within

FIG. 5. A sketch of the function F (λ,ρ) for 0 � λ � ω. Tangent
lines at λ = λ1, ω − μπ , and ω are, respectively, denoted by Y1(λ),
Y2(λ), and Y3(λ).

range (i), and its minimum value is given by

F1(ω) := F1(0) = ω2 + 16μ2 − 6μ
√

25μ2 + ω2. (B3)

Furthermore, F1(ω) is a monotonically increasing function
with respect to ω. Thus, its minimum value is given by

min
ω�2πμ

F1(ω) = F1(2πμ) > 0. (B4)

Therefore, F (λ,ρ) � F1(λ) � F1(ω) � F1(2πμ) > 0 holds.
For (ii) 0 � λ � ω, since the second derivative of F (λ,ρ) in

terms of λ satisfies F
′′
(λ,ρ) > 0, the function F (λ,ρ) is convex

in range (ii) (see Fig. 5). Let us consider the tangent lines to
the function F (λ,ρ) at λ = λ1, ω − μπ , and ω, respectively,

Y1(λ) := F ′(λ1,ρ)(λ − λ1) + F (λ1,ρ),

Y2(λ) := F ′(ω − μπ,ρ)(λ − ω + μπ ) + F (ω − μπ,ρ),

Y3(λ) := F ′(ω,ρ)(λ − ω) + F (ω,ρ),

where λ1 := 3ω/4 − μπ/2. We can easily check that these
tangent lines satisfy the following conditions: (a) Y1(λ) has
a negative slope; (b) Y2(λ) is positive at λ = λ1; (c) Y2(λ)
is positive at λ = λ2 := ω − μπ/2; (d) Y3(λ) has a positive
slope; and (e) Y3(λ) is positive at λ = λ2. It is known that
the graph of a convex function lies above all of its tangent
lines, that is, F (λ,ρ) � Y1,2,3(λ) is satisfied in range (ii). Thus,
considering the conditions (a)–(e), we have the following facts:
F (λ,ρ) > 0 for 0 � λ � λ1 from (a) and (b), F (λ,ρ) > 0 for
λ1 � λ � λ2 from (b) and (c), and F (λ,ρ) > 0 for λ2 � λ � ω

from (d) and (e). As a result, F (λ,ρ) > 0 holds for 0 � λ � ω.
For (iii) ω � λ � 2ω, we consider

F3(λ) := (λ − ω)2 + (16 + 9ρ2)μ2 + 30μ2ρ(λ − ω)

ω
.

(B5)

Since cos [λπ/(2ω)] � −(λ − ω)/ω and (ω − λ) sin
[λπ/(2ω)] � 0 are satisfied in range (iii), we notice
that F (λ,ρ) � F3(λ) holds. We can easily check that all the
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terms on the right-hand side of Eq. (B5) are greater than or
equal to zero. Therefore, we have F (λ,ρ) � F3(λ) > 0.

For (iv) 2ω � λ, let us consider the function

F4(λ) := (λ − ω)2 + (16 + 9ρ2)μ2

− 6μρ

{
5μ cos

(
λ

π

2ω

)
+ λ − ω

}
. (B6)

Obviously, F (λ,ρ) � F4(λ) holds in range (iv). Since F
′′
4 (λ) >

0 holds, F
′
4(λ) is a monotonically increasing function. Further-

more, as the minimum value of F
′
4(λ) [i.e., F

′
4(2ω)] is positive,

F4(λ) is a monotonically increasing function. As a result, the
minimum value of F4(λ) is given by

F4(2ω) = (ω − 3μρ)2 + 16μ2 + 30μ2ρ > 0.

Therefore, F (λ,ρ) � F4(λ) > 0 holds.
From (i) to (iv), F (λ,ρ) > 0 holds for ∀ λ ∈ R. Thus, there

is no λ satisfying Eq. (9) for any σ ∈ [−1,1] and ρ ∈ [−1,1]
when the coupling parameters (k,τ1) are set to Eqs. (15)
and (16). In other words, the stability of the steady state is
maintained independent of τ2. Moreover, Lemma 1 guarantees
that g(s,ρ,σ ) is stable for τ2 = 0. Therefore, g(s,ρ,σ ) with
Eqs. (15) and (16) is stable for arbitrarily long coupling delay
τ2. �

APPENDIX C: PROOF OF THEOREM 2

Substituting Eqs. (15) and (18) into Eq. (9) yields

cos(λτ1)
{
ρ + σ cos

( π

2ω
λ
)}

+ σ sin(λτ1) sin
( π

2ω
λ
)

= 5

3
,

sin(λτ1)
{
ρ + σ cos

( π

2ω
λ
)}

− σ cos(λτ1) sin
( π

2ω
λ
)

= ω − λ

3μ
. (C1)

Squaring both sides of Eq. (C1) and summing, we obtain

W (λ) − cos
( π

2ω
λ
)

= 0, (C2)

where

W (λ) := 1

2ρσ

(
25μ2 + (ω − λ)2

9μ2
− ρ2 − σ 2

)
.

If there is no λ satisfying Eq. (C2), then there is no λ satisfying
Eq. (9). Thus, we focus on Eq. (C2) instead of Eq. (9). Note
that the sign of W (λ) is governed by the sign of σρ. Here, we
assume σρ � 0 and divide λ into two ranges: (i) λ � ω and
(ii) ω � λ.

For (i) λ � ω, we define the new function

V (λ) := − π

2ω
(λ − ω). (C3)

Obviously, V (λ) � cos [λπ/(2ω)] holds within range (i). The
function W (λ) − V (λ) is a quadratic function, which has a
minimum at

λ = λc := ω − 9πμ2ρσ

2ω
.

Under assumption (14), W (λc) − V (λc) > 0 holds. Thus,
W (λ) > V (λ) � cos [λπ/(2ω)] holds. In other words, there
is no λ satisfying Eq. (C2) within range (i).

For (ii) ω � λ, the left side of Eq. (C2) is a monotonically
increasing function of λ in range (ii). Furthermore, the left-
hand side of Eq. (C2) is positive for λ = ω. Therefore, there
is no λ satisfying Eq. (C2) within range (ii).

Using the same procedure, we can prove that there is no λ

satisfying Eq. (C2) for ρσ < 0. From (i) and (ii) above, there is
no λ satisfying Eq. (C2) if the coupling delays τ1 and τ2 satisfy
Eq. (18). Thus, the stability of g(s,ρ,σ ) is maintained even if τ1

varies arbitrarily. Since the stability of g(s,ρ,σ ) is guaranteed
for τ1 = π/(2ω) in Lemma 1, the proof is complete. �
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