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Applications of Artificial Neural Networks

to the Aesthetic Evaluation of Structures

Yosuke Kupo and Takao KUWABARA

(Laboratory of Environmental Development Engineering, College of Agriculture, Osaka Prefecture University)

Abstract
A suitable aesthetic evaluation is an indispensable part of designing structures. However,

it remains difficult for most engineers to design structures while reflecting aesthetic
considerations due to their subjective nature. In order to reduce the burden of design, it is
desirable to develop a technique which can support aesthetic evaluations. The present study
provides the artificial neural networks approach for various aesthetic evaluations of structures,

in particular concrete gravity dams. It has been found that the trained networks perform well.
In addition, the relationship between the input and the output items has been identified
quantitatively by a sensitivity analysis after training.
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Introduction

Aesthetic considerations have recently been
regarded as an indispensable part of designing
structures (Hasegawa, Kudo and Ishii, 1995a).
However, it remains difficult for most engineers
to design structures while reflecting aesthetic
considerations due to their subjective nature. In
the case of large-scale structures, such as
concrete gravity dams in particular, complicated
these
structures are public works. The primary con-
siderations in the design of public structures
must be safety and efficiency. Nonetheless, it
1s desirable to design them in such a way that
they do not detract from the aesthetic quality

considerations are required because

of their locations. Because of the mechanical
properties of structures such as dams, free-style
designs are not as accessible as in the case of
bridges, for example.

It 1s difficult to incorporate both practical and
aesthetic factors in the actual design of struc-
tures because of the subjective nature of the
latter. In order to reduce the burden of design,
the introduction of computers into aesthetic
considerations is recommended. Based on the
diagram of aesthetic communication (Bense,
1969), the aesthetic phenomenon of structures
is shown in Figure 1. The objective of this study

Is to provide the methodologies for computer-
izing an aesthetic evaluation which corresponds
to the rnight side of Figure 1. The aesthetic
evaluation is the most subjective problem of any
aesthetic consideration. The artificial neural
networks (ANNSs) approach is well-suited to
problems which are difficult to quantify, such
as aesthetic evaluations.

The purpose of this ANNs system is to ext-
ract the aesthetic factors characterizing the
appearance of a structure and to use them to
indices which reflect the aesthetic

evaluation. The relation between these factors

generate

and the aesthetic evaluation is vague, and
therefore is, difficult to consider in a quantita-
tive way. For this purpose, ANNs are applied
which are well-suited to the problem of obtain-
ing quantitative relationships between variables
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Fig. 1. Diagram of aesthetic communication.
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in the absence of a theoretical model, ie., an
equation.

In this paper, concrete gravity dams have
become the subject of an aesthetic evaluation.
The following three aesthetic evaluation pro-
blems have been posed: the evaluation of the
aesthetic impression of structures, the judg-
ment of various compositions (viewpoint fields)
and the prediction of actual reactions to the
design concepts.

Artificial neural networks

Artificial neural networks (ANNs) are infor-
mation processing systems which are based on
the connectionist theory. ANNs do not really
solve problems in a strictly mathematical sense,
but they provide one method of obtaining
approximate relationships between variables in
the absence of a theoretical model,
equation. Therefore, ANNs are ideal for dealing
with problems which do not have unique and

lLe. an

mathematically precise solutions. In the present
paper, the most widely used algorithm, the
back-propagation neural network, is adapted for
computing the indices of an aesthetic evaluation
for structures. The following introduces the ba-
sic architecture of a standard back-propagation
network which is described in detail in the
References (Asou, 1988 ; Amari and Mukaidono,
1994).

A back-propagation processing unit transfers
its inputs as

ok =f(2. whlik; ok-1— 4 ki>_ (1)
j

The notations used are as follows: 0% is the
current output value of the 7th unit in layer &
and w#-1#; is the connection weight joining the
7th unit in layer (£—1) to the 7th unit in layer
k. 8 1is a threshold value added to the weighted
sum. It is omitted in some cases, while in others
it is considered to be the weight value whose
corresponding input value is permanently set at
1. Transfer function fis taken as a hyperbolic
tangent function in this study, namely,
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In training a back-propagation neural net-
work, a measure of the difference between the

network computed outputs o; and the desired
outputs d; of the training examples is defined
as

1 g2
52(01 di)?.

E (3)

The aim of the training phase is to minimize
E by modifying the connection weights. The
learning algorithm used in the present study is
as follows:

JE
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where ¢ s called the learning rate parameter.
For the acceleration of back propagation, a mo-
mentum term is added to Equation), in other
words,

Awk-1k; (t+1)

ok +a Awk-1k;(t)

=y (5)

where a is the momentum parameter and ¢

represents the update epoch.

Problems for which ANNs are applied

In this paper, ANNs are set up and trained
to learn the underlying relationships between
landscapes (photographs), including a concrete
gravity dam, and the various aesthetic evalua-
tions of them. Some examples of photographs
are shown in Plates 1—3. The current study
attempts to apply ANNs for the following three
problems.

(1) Subject-A

A Subject-A network aims to evaluate the
aesthetic impression of structures, such as
concrete gravity dams, by ranking (Subject-A(1))
or by adjectives (Subject-A(2)). The following
fifteen adjectives are used in the latter, namely,
cubic, static,
tasteful, feeling, hard, open,
natural, stable, familiar, and delicate. These
adjectives are selected according to previous

studies (Kudo and Hasegawa, 1997).

oppressive, simple, luxurious,

clean, unitary,

(2) Subject-B
The selection of a viewpoint field decides the
visual impressions of structures. Therefore, it is



Plate 1. Nunome dam.

Plate 3. Kamuro dam.
(The Japan dam foundation, 1993)
important in the aesthetic design of structures
to choose a suitable viewpoint field. A Subject-B
network can judge various compositions by the
following criteria: ‘aesthetic favorite,” ‘oppre-
ssion,” and ‘nature.” These criteria are widely
used in aesthetic evaluations of concrete gravi-
ty dams. The networks are trained for the
following four compositions of each structure
(concrete gravity dams) in the present study: a)
a medium-distance landscape with a centered
dam body on the composition, b) a long-distan-
ce landscape with a centered dam body on the
composition, ¢) a short-distance landscape look-

ing up at the dam body, d) a close-distance
landscape with centered upper structures on the
composition. This classification of landscapes is
according to Higuchi (1975).

(3) Subject-C

In order to design large-scale structures, such
as concrete gravity dams, while reflecting
aesthetic considerations, it is indispensable to fix
the design concepts. A Subject-C network
predicts actual reactions to the design concepts
fixed during the planning stage. In this paper,
the following six typical design concepts are
considered: ‘harmony with the history and the
culture of the district, ‘harmony with the na-
tural landscape,” ‘respect for the structural
beauty, ‘usefulness,” ‘peacefulness’ and ‘digni-
ty.” These design concepts are very frequently
used in the aesthetic design of concrete gravity

dams.

Training data

In training ANNs for a specific problem, a set
of training data which can characterize the
problem is required. Each set of training data
is made by combing the input and the desir-
ed output data as in Table 1. Due to a recall
process, data for the Ohkawase (Subject-A), dat
for the arbitrary composition of each dam
(Subject-B) and the Kamuro (Subject-C) dams
have been excluded from the data sets,
respectively. The following section introduces
details on these items.

(1) Inputs

The input items are selected to reflect the
aesthetic properties of the photographs, as
shown in Table 1. The “artificial part” means
the part which is occupied by structures other
than the dam body. Each item in Table 1
(“whole,” “dam body” and so on), excluding the
“aesthetic measure of color harmony” and the
indices of the visual structures of landscapes
(“angle of horizontal vision,” “distance,” and so
on) 18 an area occupied in a photograph. All
items can be measured from all adopted com-
positions (photographs).

The effects of color harmony and the visual
structure of landscapes have a great influence
on the aesthetic evaluation (Hasegawa and Ku-
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Table 1. Training data set

Subject-A Subject B Subject-C
W @ ) e
Inputs
1| dam body : whole dam body : whole dam body : whole
2 | artificial part : whole artificial part : whole artificial part : whole
3 | (artificial part + dam body) : whole plant : whole (artificial part + dam body) : whole
4 | training wall : whole upper structure : whole plant : whole
5 | slope protection works (mold) : whole gate : whole sky . whole
6 | slope protection works (spraying) : whole training section : whole cloud : sky
7 | slope protection works (plant) : whole sky : whole angle of horizontal vision
8 | upper structure : whole cloud : sky angle of vertical vision
9 | gate : whole angle of horizontal vision angle of incidence
10 | plant : whole angle of vertical vision angle of elevation / depression
11 | withering part of plant : whole angle of incidence aesthetic measure of color harmony
12 | (river + river-bed) : whole angle of elevation / depression
13 | sky : whole distance
14 | reservoir : whole aesthetic measure of color harmony
15 | width of gate : crest length of dam
16 | width of training wall : crest length of dam
17 | base length of dam : crest length of dam
18 | max height of upper structure : crest length of dam
19 | height of dam : crest length of dam
20 | max height of upper structure : height of dam
21 { minimum height of upper structure: max height of it
22 | cloud : sky
23 | angle of horizontal vision
24 | angle of vertical vision
25 | angle of incidence
26 | angle of elevation / depression
27 | distance
28 | aesthetic measure of color harmony

Desired outputs

| Rank order ‘ Successive categories |

Rank order | Successive categories

do, 1995b). The methodologies for calculating
these values are described simply in the
following.

Aesthetic measure of color harmony

P. Moon and D. E. Spencer applied the
aesthetic measure by G. D. Birkhoff to color
harmony (Moon and Spencer, 1944a). According
to Birkhoff, the aesthetic measure is defined by
the equation

0
M= C (6)
where O represents the number of elements of
order and C is the number of elements of
complexity. Evidently a high aesthetic mea-
sure can be obtained with a very simple design
(small C), although still higher measures may
be possible with a complex design which has
a sufficiently orderly arrangement (large O).
In applying aesthetic measures to color har-
mony, the specific methods for evaluating order
and complexity must be determined. The pro-
cedure for deciding them is described in the
following. Munsell notation is used.

Complexity C is determined from

C = (No. of colors)
+ (No. pairs with hue difference)
+ (No. pairs with value difference)

(7)

+ (No. pairs with chroma difference)

Order O consists of the elements O H asso-
ciated with three variables (hue, value, and
chroma) (Moon and Spencer, 1944b) and the
elements OA associated with area balance (Mo-
on and Spencer, 1944c).

Finally, aesthetic measure M is calculated by
use of Equation(6), namely,

Og+04a

M= C

(8)

Visual structure of landscapes

The wvisual structure of landscapes can be
expressed effectively by some indices (Higuchi,
1975). In the present study, the viewpoint field
is characterized by the following indices: angle
of horizontal/vertical vision, angle of incidence,
angle of elevation/depression, and distance. All
these indices can be measured directly from
photographs.



(2) Desired output

The output data are psychological scale valu-
es obtained by a questionnaire survey. The
survey was conducted in accordance with ac-
cepted psychometric techniques in February of
1997. Two methods were employed, namely,
the method of rank and order and the method
of successive categories (Dunn-Rankin, 1983).
One hundred people were queried in this sur-
vey. Most of them were students. The ques-
tionnaire was conjunct with photographs of
existing dam, namely, Eigenji, Hitokura, Dondo,
Ohkawase, Ohno, and Nunome (Subjects-A and
B); Hyuga, Kamuro and Kanna (Subject-C). The
photographs were obtained in such a way that
the conditions were uniform so as not to in-
troduce additional, unquantified factors.

Results
(1) General capabilities

per layer was set by trial and error, as shown
in Table 2. Three different initial weights were
used at the beginning of the training process.
The root mean square (RMS) errors after train-
ing two thousand times are shown in Table 3.
Since there is not enough space to describe
everything about the results of Subject-B, only
the results of the Ohkawase dam will be in-
troduced. It is clear from Table 3 that the
networks converged very well in all cases.

In order to test the performance of the train-
ed ANNs on previously unseen input data, the

Table 2. No. of processing units in each layer

Subject-A ) )
Subject-B | Subject-C
0)) @
Input layer 28 28 14 11
Hidden layer 24 18 8
Output layer 1 15 1 6

A hidden layer of adequate size is very Table 3. RMS errors after training

important for a good performance of the ANNs, | ) @) 3)
It has been proved that standard back-propa- Subject-A(1) f4-01><10’3 9.87X107* | 4.18X107

. . Subject-A(2) 6.66X1073 | 3.06X10~4 |4.92X10~%
gation networks can approximate any measura- Subject B(Ohkawase)
ble functions to any desired degree of accuracy - aesthetic favorite | 1.63X107% | 1.29X107% | 1.48X107

. ) . o + oppression 7.91X107% | 1.32X1073% | 1.03X1073
with just one hidden layer of sufficient pro- + nature 1.10X1073 [ 1.33X1073 | 1.52X10™3
cessing units. The number of processing units Subject € 711X107H | 8.20X107H | 2.88X1078
Table 4. Results of recall tests
1) 2) 3) Desired Value

Subject-A(1) —0.91 —0.85 —0.93 —1.00

Subject-A(2)

- oppressive 0.31 0.26 0.16 0.50

- cubic 0.35 0.39 0.30 0.00

- static 0.27 0.22 0.33 0.00

- simple 0.09 0.28 0.47 0.00

- luxurious —0.31 —0.07 —-0.25 —0.50

- tasteful —0.07 —0.18 —0.12 0.50

- feeling —0.35 —0.30 —0.46 0.00

- hard 0.24 0.31 0.24 0.50

- clean 0.22 0.15 0.13 —0.50

- unitary —0.18 0.19 0.11 0.00

- open —0.38 —0.06 —0.26 —~0.50

- natural —0.47 —0.25 —0.53 —0.50

- stable 0.39 0.29 0.16 0.00

+ familiar —0.03 0.24 —0.19 0.00

- delicate 0.02 —0.22 —0.03 0.00

Subject-B(Ohkawase)

- aesthetic favorite 0.36 0.41 0.36 0.36

+ oppression 0.20 0.11 0.11 0.15

* nature 0.03 0.04 —0.06 —0.09

Subject-C

+ harmony with the history and the culture of the district —0.40 —0.48 —0.35 —0.50

- harmony with the natural landscape —0.22 —0.15 —0.18 0.00

- respect for the structural beauty 0.37 0.29 0.50 1 0.50

- usefulness 0.24 0.39 0.27 | 0.50

- peacefulness 0.00 0.17 0.00 0.00

- dignity 0.00 0.00 —0.03 0.00
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recall tests were conducted on the testing data,
ie., the Ohkawase dam (Subject-A), an arbit-
rary composition (Subject-B), and the Kamuro
dam (Subject-C). Except for a few cases
(Subject-AQ) ‘feeling’ etc.), it can be seen from
Table 4 that the tendency of the calculated
psychological scale values resemble the ten-
dency of the experimental results. It is thoug-
ht, therefore, that these trained networks have
the capability to provide a so-called generaliza-
tion.

(2) Sensitivity analysis

After successful training, the ANNs are be-
lieved to have encoded the relationship between
the input and the output vectors in a final set
of connection weights. However, it is not al-
ways easy to interpret resulting weight states.
No general trends regarding weight states can
be deduced by a simple inspection, since all the
weights and biases are interrelated. In other
words, the effect of one input value on the out-
put is difficult to analyze. By taking a partial
derivative, 1t 1is possible to compute the
sensitivity of the output value with respect to
one of its input variables (Kudo and Hasegawa,
1995).

From Equation(l), the partial derivative of an
output with respect to an input, in the case of
the three-layer feed-forward network, is

doki_ dok; dik;
ailn aiki aZ.ln

B
= (Gki+6 ki) (wk-ljkz'a o f)
]' d Zln
=f Gki+0ki)- { S whkljk;
7
. f’ (ik-lj—'—ﬂ k-lj)- wk-ka-l]-} . (9)
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. Result of sensitivity analysis (Subject-C:
harmony with the natural landscape).

When %&£ =3, it is deduced from Equation(9)
that

9 03i_1—(03i)?
0 1ly 2

‘ 1_ 2 )2
.%J(wzjsi._(oz_i

cwly2i . (10

An example of the partial derivatives for the
trained networks are shown in Figure 2. The
number of horizontal axes corresponds to the
number in Table 1. What is evident from this
figure is the effect each input item has on the
output value. For example, it can be seen from
Figure 2 that the item “plant : whole” has a
positive effect on the aesthetic evaluation in
regard to harmony with the natural landscape,
while that the item “(artificial part+dam body) :
whole” has a negative effect on it. In this way,
the input items that have the most effect on
the aesthetic evaluation can be identified. The
results of the sensitivity analysis provide gui-
delines for the actual aesthetic design.

Conclusion

In this paper, a technique for the aesthetic
evaluation of concrete gravity dams which
employ ANNs has been introduced. ANNs have
been applied for three problems, ie., the
evaluation of the aesthetic impression of
structures, the judgment of various com-
positions (viewpoint fields), and the prediction
of actual reactions to the design concepts. In
this approach, the training data sets have been
generated by combining the results of a ques-
tionnaire survey and the input items which
reflect the aesthetic properties of the appea-
rance. The questionnaire was conducted in
accordance with accepted psychometric tech-
niques.

These are powerful methods for providing
indices which reflect aesthetic evaluations.
ANNs are found to be useful for finding the
underlying relationship between the appearance
and the aesthetic evaluation of it. ANNs act as
a transfer function with the appearance indices
as input and the aesthetic evaluation as output.
An added benefit
of the proposed approach is that the trained
networks can be improved continuously by
learning from new training data sets.



The effects of network configurations were
also examined to get the best results. The train-
ed ANNs have been tested with previously
prepared testing data. It was found that the
trained networks perform well. The input items
that have greater influence on the output can
be identified quantitatively after training them
through a sensitivity analysis.

The training of ANNs is a simple process. If
only a suitable training data set were prepared,
the networks which adapt for various problem
solving techniques would be developed. How-
ever, ANNs are training data dependent, so
preparing a good training data set is the most
important issue in the use of ANNs. More
sophisticated models will be introduced in futu-
re studies. Nevertheless, the basic concepts of
problem formulation and network training
outlined in this paper should be the same.

ANNSs have flexibility in the representation of
such vague information as aesthetic sense, and
this flexibility provides considerable power. It is
expected that the approach provided in the
current study will contribute to a reduction in
the difficulties related to the aesthetic design of
structures.
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