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#### Abstract

This paper considers a singular problem in optimal control of continuous-time bimodal switched linear systems. A relaxed switched system with a continuous-valued switching signal is considered and the representations of singular control and singular arcs are derived. The similarity in the structure between the singular control and a stabilizing switching law is revealed and an approximation of the singular control by a well-defined switching signal is addressed. The results are demonstrated by numerical simulations.


Index Terms-Singular arcs, Optimal control, Switched linear systems.

## I. Introduction

Switched systems are a class of hybrid dynamical systems [1], [2]. A switched system consists of several subsystems and a switching signal that chooses an active subsystem. The behavior of switched systems depends not only on the properties of each subsystem but also on the switching signal. For example, a switched system consisting of asymptotically stable subsystems may be destabilized by some switching signals and vice versa.

Optimal control of switched systems has been one of the research topics [3]. The source of the difficulty arising in the optimal control is that the control input involves a discrete-valued switching signal. As it is difficult to deal with optimal control problems without any assumptions regarding the switching signal, various such assumptions are typically made, for instance prespecifying the order and/or number of switches. In [4], a two-stage optimization method was proposed to compute switching times and continuous-valued input signals under the assumption that the order and number of the switches among the subsystems are given. Infinite-horizon optimal control was considered by making the assumption that the number of switches is finite and one or more subsystems are asymptotically stable [5], [6], [7].

In addition to the above difficulty, an obscurity in the optimal control of continuous-time switched systems is that an optimal switching signal does not necessarily exist in the set of switching signals whose switching intervals have a positive lower bound. To deal with optimal control of switched systems, a discrete input set representing admissible discrete values for a switching signal is often relaxed to its convex hull. The system with the relaxed input set is called a

[^0]relaxed system. When the minimum principle is applied to an optimal control problem for the relaxed system, there is a case when a control (relaxed switching signal) cannot be directly determined from the minimization condition of the associated Hamiltonian-this is the singular case [8], [9]. When the singular case happens, an optimal input does not take a value in the discrete set, and no discrete-valued switching signals whose switching intervals have a positive lower bound give an optimal cost value for the optimal control problem for the original switched system. A few authors have considered optimal control problems of switched systems involving the singular case [10], [11]. In [11], a method for identifying singular arcs was considered for nonlinear systems with limited state dimension. Here a singular arc refers to an extremal (a triplet of admissible state, co-state, and input satisfying state and co-state differential equations) in the singular case (see Def. 3.1, [11]). The singular case should be properly taken into account if an optimal control problem of interest possibly entails it. This point is important, especially when one resorts to numerical computation to solve such an optimal control problem [12], [13]. Even for linear switched systems with a standard quadratic cost functional, whether or not the singular case occurs in the optimal control problem has not been fully understood, e.g., general conditions that subsystems and cost function satisfy for the existence or no-existence of the singular case have not been provided so far (note that for systems with state dimension up to three, algebraic conditions have been proposed [11]). Another problem in practice associated with the singular case is that we need to find a well-defined switching signal (i.e., a switching signal taking discrete values is defined and its switching intervals have a positive lower bound, see 1.3 .3 in [2] for its detailed definition) that approximates the singular control, possibly by a form of state feedback.

In this paper, we focus on a simple switched system, a continuous-time bimodal switched linear system, and give a partial solution to the issues mentioned above. We provide a method for identifying singular arcs where the singular control is restricted to a constant, using the Lyapunov equation for a convex combination of subsystems. We first relax a discretevalued switching signal to a continuous-valued signal and find singular arcs for a system with the relaxed switching signal. Since singular controls cannot be realized by a well-defined switching signal, we describe how they can be approximated by a well-defined stabilizing switching law, which has a form of state feedback.

The contributions of the paper are twofold:

1) Explicit characterization of singular arcs with constant
singular control (Theorems 1 and 2, Section III);
2) Clarify the relationship between the singular control and a well-defined stabilizing switching law (Section IV).
The paper is organized as follows. In Section II, a continuous-time bimodal switched linear system is introduced and singular control problems are discussed. In Section III, we present the main results of this paper. In Section IV, an approximation of the singular control is presented. In Section V , a numerical example is provided.

A preliminary version of this paper was presented at a conference [14]. The major differences lie in the significantly improved proof of Theorem 1 (Lemma 1 in the conference version), a newly added algorithm (Algorithm 1), and a new illustrative example.

## II. Singular Arcs in the Optimal Control Problem of Continuous-Time Bimodal Switched Linear Systems

We consider a bimodal switched linear system;

$$
\begin{equation*}
\dot{x}(t)=A_{\kappa(t)} x(t), x(0)=x_{0}, \tag{1}
\end{equation*}
$$

where $x(t) \in \mathbb{R}^{n}$ and $\kappa(t) \in\{1,2\}$. The variable $\kappa(t)$ functions as a control input for (1), which chooses the current active subsystem from $\left\{A_{1}, A_{2}\right\}$. We make the following assumptions for the system (1).
(A1) There exists a stable convex combination of $A_{1}$ and $A_{2}$, i.e., $\exists \alpha \in[0,1]$ such that

$$
A(\alpha):=\alpha A_{1}+(1-\alpha) A_{2}
$$

is stable.
(A2) For any $\alpha \in[0,1]$ that makes $A(\alpha)$ stable, $A(\alpha)$ has real eigenvalues.
Assumption (A1) is a necessary and sufficient condition for the quadratic stabilizability of bimodal switched linear systems (Theorem 14, [15]). (A2) is in practice easily checked numerically because the eigenvalues are continuous with respect to $\alpha$.

The system (1) has an equivalent representation,

$$
\begin{align*}
\dot{x}(t) & =\left(A_{1} u(t)+(1-u(t)) A_{2}\right) x(t) \\
& =A(u(t)) x(t), \tag{2}
\end{align*}
$$

where $u(t)$ takes values in the binary set $\{0,1\}$. We here relax the binary set to the interval $[0,1]$ and consider the relaxed system (2) where $u(t)$ is allowed to take values in $[0,1]$.

Let us consider the optimal control that minimizes the following cost functional:

$$
\begin{gather*}
J\left(x_{0}, u(\cdot)\right):=\frac{1}{2} \int_{0}^{T_{f}} x^{T}(t) Q x(t) d t+\frac{1}{2} x^{T}\left(T_{f}\right) Q_{f} x\left(T_{f}\right), \\
Q, Q_{f}>0, T_{f} \in \mathbb{R}_{\geq 0} \cup\{+\infty\} . \tag{3}
\end{gather*}
$$

Define the Hamiltonian function

$$
\begin{equation*}
H(x(t), \lambda(t), u(t)):=\frac{1}{2} x^{T}(t) Q x(t)+\lambda^{T}(t) A(u(t)) x(t) \tag{4}
\end{equation*}
$$

where $\lambda(t) \in \mathbb{R}^{n}$ is the adjoint variable. Let $u(t)$ and $x(t)$ be the optimal control and the corresponding trajectory, respectively.

Then the minimum principle states that there exists an absolutely continuous function $\lambda(t)$ and the following conditions are satisfied.
(a) $x(t)$ and $\lambda(t)$ are the solution to the following differential equations:

$$
\begin{align*}
\dot{x}(t) & =\frac{\partial}{\partial \lambda} H(x(t), \lambda(t), u(t)) \\
& =A(u(t)) x(t)  \tag{5}\\
\dot{\lambda}(t) & =-\frac{\partial}{\partial x} H(x(t), \lambda(t), u(t)) \\
& =-Q x(t)-A^{T}(u(t)) \lambda(t) \tag{6}
\end{align*}
$$

(b) $H(x(t), \lambda(t), u(t))=\min _{\bar{u}(\cdot)} H(x(t), \lambda(t), \bar{u}(t))$.
(c) The adjoint variable $\lambda$ satisfies the boundary condition

$$
\begin{equation*}
\lambda\left(T_{f}\right)=Q_{f} x\left(T_{f}\right) \tag{7}
\end{equation*}
$$

The Hamiltonian function (4) is rewritten as

$$
\begin{aligned}
& u(t) \lambda^{T}(t) A_{12} x(t)+\lambda^{T}(t) A_{2} x(t)+\frac{1}{2} x^{T}(t) Q x(t) \\
& A_{12}:=A_{1}-A_{2}
\end{aligned}
$$

and it follows from the condition (b) that the optimal control $u(t) \in[0,1]$ is given by the bang-bang control:

$$
u(t)= \begin{cases}0, & \lambda^{T}(t) A_{12} x(t)>0  \tag{8}\\ 1, & \lambda^{T}(t) A_{12} x(t)<0\end{cases}
$$

This will be the case unless $\lambda^{T}(t) A_{12} x(t)$ is identically zero:

$$
\begin{equation*}
\lambda^{T}(t) A_{12} x(t)=0, \forall t \in[a, b], a<b \tag{9}
\end{equation*}
$$

An extremal $(x, \lambda, u)$ that satisfies (9) is called a singular arc (see Def. 3.1 in [11]) and the corresponding $x$ and $u$ are called a singular trajectory and a singular control, respectively. Note that the optimal control for the system with dimension $n=1$ is easily found to be $u(t)=2-\arg \min _{i \in\{1,2\}} A_{i}, 0 \leq t \leq T_{f}$, where $A_{1}$ or $A_{2}$ is at least negative by the assumption (A1). Thus, in the remainder of the paper, we assume $n \geq 2$.

The relaxation of the binary input set to the interval $[0,1]$ implies that the switched system is embedded in a larger family of systems, and is often used to consider optimal control problems for switched systems [10], [11], [12]. The reasons for considering the relaxation are summarized as follows.

1) For this class of systems, an optimal control takes the form of bang-bang control unless a singular control appears. In the bang-bang control case, an optimal control for the relaxed system is also a solution to the switched system.
2) An optimal switching input for the switched system does not exist if a singular control appears, i.e., no optimal switching signals whose switching intervals have a positive lower bound exist. Even if this situation occurs, a singular trajectory can be approximated by a switching control. It should be mentioned that this situation often arises in many randomly generated systems [16] as well as in practical control problems such as the control of electrical converters [11].

In this paper, we consider an infinite-horizon control problem,

$$
\begin{align*}
& \min _{u(\cdot)} \frac{1}{2} \int_{0}^{\infty} x^{T}(t) Q x(t) d t, x(0)=x_{0},  \tag{10}\\
& \text { s.t. }(2)
\end{align*}
$$

and consider a way to identify singular arcs on the interval $[0, \infty)$. Note that considering an optimal control problem for the relaxed system (2) means that we try to find a Filippov solution in optimal control for the switched system (1).

Note that we can obtain an optimal switching signal numerically by using the computation methods reported by [7], [12] when the singular case does not occur. A method for creating a lookup table for the switching has been reported [7], and a method for computing an optimal switching signal over a finite horizon has been proposed [12].

## III. Main Results

In this section, we present a lemma and two theorems. The first theorem (Theorem 1) describes a property of the Lyapunov equation for the convex combination system, which plays a key role in the proof of the second theorem.

Lemma 1: Define the set

$$
\begin{equation*}
\mathscr{A}:=\left\{\alpha \in[0,1] \mid \exists P_{\alpha}>0: A^{T}(\alpha) P_{\alpha}+P_{\alpha} A(\alpha)+Q=0\right\} \tag{11}
\end{equation*}
$$

Assume that there exists a solution to the optimization problem

$$
\begin{align*}
\mathscr{O}_{P}: & \min _{\alpha \in \mathscr{A}} g\left(\alpha, x_{0}\right)  \tag{12}\\
& g\left(\alpha, x_{0}\right):=x_{0}^{T} P_{\alpha} x_{0} \tag{13}
\end{align*}
$$

and let $\alpha^{*}$ be the solution of $\mathscr{O}_{P}$. Then $u(t)=\alpha^{*}$ minimizes (10) among the set of constant inputs.

Proof: As the matrix $A(\alpha)$ is stable for any $\alpha \in \mathscr{A}$, $\int_{0}^{\infty} x^{T}(t) Q x(t) d t$ with a constant input can be computed as follows:

$$
\begin{align*}
\int_{0}^{\infty} x^{T}(t) Q x(t) d t & =-\int_{0}^{\infty} x^{T}(t)\left(A^{T}(\alpha) P_{\alpha}+P_{\alpha} A(\alpha)\right) x(t) d t \\
& =-\int_{0}^{\infty} \frac{d}{d t}\left(x^{T}(t) P_{\alpha} x(t)\right) d t \\
& =x^{T}(0) P_{\alpha} x(0) \\
& =x_{0}^{T} P_{\alpha} x_{0} \tag{14}
\end{align*}
$$

Since the objective function of (12) is equivalent to (14) and $\alpha^{*}$ is the minimizer for (12) by the assumption, $u(t)=\alpha^{*}$ minimizes (10) among the set of constant inputs.

Note that $u(t)=\alpha^{*}$ is also the solution for initial states given by scalar multiples of $x_{0}$, i.e., $\beta x_{0}(\forall \beta \in \mathbb{R})$.

The following theorem shows a property of the Lyapunov equation for the convex combination system.

Theorem 1: Let $\alpha^{*}$ be the solution of $\mathscr{O}_{p}$ and assume that $\alpha^{*} \notin\{0,1\}$. Let $v^{*}$ be the eigenvector corresponding to an eigenvalue $s^{*}$ of $A\left(\alpha^{*}\right)=A_{2}+\alpha^{*} A_{12}$ and let $P_{\alpha^{*}}>0$ be the solution to the Lyapunov equation:

$$
\begin{equation*}
A^{T}\left(\alpha^{*}\right) P_{\alpha^{*}}+P_{\alpha^{*}} A\left(\alpha^{*}\right)+Q=0 \tag{15}
\end{equation*}
$$

Assume further that $v^{*}$ and $x_{0}$ are linearly dependent. Then the equality

$$
\begin{align*}
& v^{* T} P_{\alpha^{*}} A_{12} v^{*}=0  \tag{16}\\
& \left(A_{12}=A_{1}-A_{2}\right)
\end{align*}
$$

holds.
Proof: Since $g\left(\alpha, x_{0}\right)$, defined by (13), takes its minimum value in the interior of $\mathscr{A}$ by the assumption, the equality

$$
\left.\frac{\partial g}{\partial \alpha}\right|_{\left(\alpha^{*}, x_{0}\right)}=0
$$

holds. Further,

$$
\left.\frac{\partial g}{\partial \alpha}\right|_{\left(\alpha^{*}, \nu^{*}\right)}=0
$$

holds, because $x_{0}$ and $v^{*}$ are assumed to be linearly dependent, i.e., $v^{*}=\beta x_{0}$ for some $\beta \in \mathbb{R}$. The partial derivative of $g$ can be calculated as follows:

$$
\begin{align*}
\frac{\partial g}{\partial \alpha}= & x_{0}^{T}\left(\frac{\partial}{\partial \alpha} P_{\alpha}\right) x_{0} \\
= & x_{0}^{T}\left(\frac{\partial}{\partial \alpha} \int_{0}^{\infty} e^{A^{T}(\alpha) t} Q e^{A(\alpha) t} d t\right) x_{0} \\
= & x_{0}^{T}\left\{\int_{0}^{\infty}\left(\frac{\partial}{\partial \alpha} e^{A^{T}(\alpha) t}\right) Q e^{A(\alpha) t} d t\right. \\
& \left.+\int_{0}^{\infty} e^{A^{T}(\alpha) t} Q\left(\frac{\partial}{\partial \alpha} e^{A(\alpha) t}\right) d t\right\} x_{0} \\
= & 2 x_{0}^{T}\left\{\int_{0}^{\infty} e^{A^{T}(\alpha) t} Q\left(\frac{\partial}{\partial \alpha} e^{A(\alpha) t}\right) d t\right\} x_{0} \tag{17}
\end{align*}
$$

The integral term in (17) is further computed as

$$
\begin{align*}
& \int_{0}^{\infty} e^{A^{T}(\alpha) t} Q\left(\frac{\partial}{\partial \alpha} e^{A(\alpha) t}\right) d t \\
& =\int_{0}^{\infty} e^{A^{T}(\alpha) t} Q \int_{0}^{1} e^{\tau A(\alpha) t} A_{12} t e^{(1-\tau) A(\alpha) t} d \tau d t \tag{18}
\end{align*}
$$

by using the formula (Fact 11.14.3, [17]):

$$
\begin{array}{r}
\frac{d}{d \alpha} e^{M+\alpha N}=\int_{0}^{1} e^{\tau(M+\alpha N)} N e^{(1-\tau)(M+\alpha N)} d \tau \\
\forall M, N \in \mathbb{R}^{n \times n}
\end{array}
$$

We pre- and post-multiply the equation (18) with $\alpha=\alpha^{*}$ by $v^{* T}$ and $v^{*}$, respectively. Then the equation

$$
\begin{align*}
& v^{* T} \int_{0}^{\infty} e^{A^{T}\left(\alpha^{*}\right) t} Q \int_{0}^{1} e^{\tau A\left(\alpha^{*}\right) t} A_{12} t e^{(1-\tau) A\left(\alpha^{*}\right) t} d \tau d t v^{*} \\
& =\int_{0}^{\infty} e^{s^{*} t} v^{* T} Q \int_{0}^{1} e^{\tau A\left(\alpha^{*}\right) t} A_{12} t e^{s^{*}(1-\tau) t} d \tau d t v^{*} \\
& =\int_{0}^{\infty} e^{2 s^{*} t} v^{* T} Q \int_{0}^{1} e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) t \tau} A_{12} t d \tau d t v^{*} \tag{19}
\end{align*}
$$

is obtained. By using the relation $v^{* T} Q=-v^{* T} P_{\alpha^{*}}\left(A\left(\alpha^{*}\right)+\right.$ $\left.s^{*} I\right)$, (19) is written as
$-\int_{0}^{\infty} e^{2 s^{*} t} v^{* T} P_{\alpha^{*}}\left(A\left(\alpha^{*}\right)+s^{*} I\right) t \int_{0}^{1} e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) t \tau} d \tau d t A_{12} v^{*}$
$=-v^{* T} P_{\alpha^{*}}\left(A\left(\alpha^{*}\right)+s^{*} I\right) \int_{0}^{\infty} \int_{0}^{1} e^{2 s^{*} t} t e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) t \tau} d \tau d t A_{12} v^{*}$.

Now we compute the double integral in (20). The change of variables, $t \tau=\sigma$, gives

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{t} e^{2 s^{*} t} e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) \sigma} d \sigma d t \tag{21}
\end{equation*}
$$

By reversing the order of integration, (21) is computed as follows:
$\int_{0}^{\infty} \int_{\sigma}^{\infty} e^{2 s^{*} t} e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) \sigma} d t d \sigma=\int_{0}^{\infty} \int_{\sigma}^{\infty} e^{2 s^{*} t} d t e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) \sigma} d \sigma$ $=-\frac{1}{2 s^{*}} \int_{0}^{\infty} e^{2 s^{*} \sigma} e^{\left(A\left(\alpha^{*}\right)-s^{*} I\right) \sigma} d \sigma$ $=-\frac{1}{2 s^{*}} \int_{0}^{\infty} e^{\left(A\left(\alpha^{*}\right)+s^{*} I\right) \sigma} d \sigma$ $=\frac{1}{2 s^{*}}\left(A\left(\alpha^{*}\right)+s^{*} I\right)^{-1}$.
Thus the equation (20) is equal to

$$
\begin{aligned}
& -v^{* T} P_{\alpha^{*}}\left(A\left(\alpha^{*}\right)+s^{*} I\right) \cdot \frac{1}{2 s^{*}}\left(A\left(\alpha^{*}\right)+s^{*} I\right)^{-1} A_{12} v^{*} \\
& =-\frac{1}{2 s^{*}} v^{* T} P_{\alpha^{*}} A_{12} v^{*}
\end{aligned}
$$

and we have

$$
\begin{aligned}
0 & =\left.\frac{\partial g}{\partial \alpha}\right|_{\left(\alpha^{*}, v^{*}\right)} \\
& =2\left(-\frac{1}{2 s^{*}} v^{* T} P_{\alpha^{*}} A_{12} v^{*}\right)
\end{aligned}
$$

We hence obtain the equality (16).
Note that Theorem 1 holds only for a real eigenvalue $s^{*}$ (see the assumption (A2)), and never holds for a complex eigenvalue: this is because the requirement of linear dependence of $v^{*}$ and $x_{0}$, the latter of which is the state and always a real vector. Theorem 2 below shows that a singular control occurs if the initial state $x_{0}$ satisfies the conditions given in Lemma 1 and Theorem 1. It also provides an explicit representation of the singular control and singular arcs.

Theorem 2: Assume that the conditions given in Lemma 1 and Theorem 1 hold. Then,

$$
\begin{equation*}
\left(x^{*}(t), \lambda^{*}(t), u^{*}(t)\right)=\left(e^{s^{*} t} x_{0}, P_{\alpha^{*}} x^{*}(t), \alpha^{*}\right), t \geq 0 \tag{22}
\end{equation*}
$$

is a singular arc, and the quadratic cost in (10) is given by

$$
\begin{equation*}
\frac{1}{2} x_{0}^{T} P_{\alpha^{*}} x_{0} \tag{23}
\end{equation*}
$$

Further, when the condition

$$
\begin{equation*}
X:=-v^{* T}\left\{\left(A_{12}^{T} Q+Q A_{12}\right) A_{12}-P_{\alpha^{*}}\left[A_{12},\left[A_{2}, A_{12}\right]\right]\right\} v^{*} \tag{24}
\end{equation*}
$$

holds, where $[\cdot, \cdot]$ is defined by $[M, N]:=M N-N M$ for any square matrices $M, N \in \mathbb{R}^{n \times n}$, the necessary condition for the optimality of the singular control is given by

$$
\begin{equation*}
X<0 \tag{25}
\end{equation*}
$$

Proof: The partial derivative of the Hamiltonian (4) is

$$
\begin{equation*}
\frac{\partial H}{\partial u}=\lambda^{T} A_{12} x \tag{26}
\end{equation*}
$$

Its first and second time derivatives are calculated as follows:

$$
\begin{align*}
\frac{d}{d t}\left(\frac{\partial H}{\partial u}\right) & =\dot{\lambda}^{T} A_{12} x+\lambda^{T} A_{12} \dot{x} \\
& =\left(-Q x-A^{T}(u) \lambda\right)^{T} A_{12} x+\lambda^{T} A_{12} A(u) x \\
& =-x^{T} Q A_{12} x-\lambda^{T}\left[A(u), A_{12}\right] x \\
& =-x^{T} Q A_{12} x-\lambda^{T}\left[A_{2}, A_{12}\right] x \tag{27}
\end{align*}
$$

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} & \left(\frac{\partial H}{\partial u}\right) \\
= & -x^{T}\left(A^{T}(u) Q A_{12}+Q A_{12} A(u)\right) x \\
& -\left(-Q x-A^{T}(u) \lambda\right)^{T}\left[A(u), A_{12}\right] x-\lambda^{T}\left[A(u), A_{12}\right] A(u) x \\
= & C(x, \lambda)+u D(x, \lambda) \tag{28}
\end{align*}
$$

where

$$
\begin{aligned}
& C(x, \lambda):=-x^{T}\left(A_{2}^{T} Q-Q A_{2}\right) A_{12} x-2 x^{T} Q A_{12} A_{2} x \\
&+\lambda^{T}\left[A_{2},\left[A_{2}, A_{12}\right]\right] x \\
& D(x, \lambda):=-\left\{x^{T}\left(A_{12}^{T} Q+Q A_{12}\right) A_{12} x-\lambda^{T}\left[A_{12},\left[A_{2}, A_{12}\right]\right] x\right\} .
\end{aligned}
$$

In (28), the input $u$ appears explicitly (see Appendix A for the detailed calculation), which means that the problem order of the singular control problem (Def. 3.2 in [11]) is one. Substituting $u^{*}(t)=\alpha^{*}, \lambda^{*}(t)=P_{\alpha^{*}} x^{*}(t)$, and $x^{*}(t)=e^{s^{*} t} x_{0}$ $\left(x_{0}=v^{*}\right)$ into (26) results in

$$
\begin{aligned}
\left.\frac{\partial H}{\partial u}\right|_{\left(x^{*}, \lambda^{*}, u^{*}\right)} & =x^{* T} P_{\alpha^{*}} A_{12} x^{*} \\
& =e^{2 s^{*} t} v^{* T} P_{\alpha^{*}} A_{12} v^{*}(\forall t \geq 0) \\
& =0
\end{aligned}
$$

where the equality (16) in Theorem 1 is used. Note that $P_{\alpha^{*}}$ is the solution of the Lyapunov equation (15), and the adjoint $\lambda^{*}(t)=P_{\alpha^{*}} x^{*}(t)$ satisfies the differential equation (6). Thus, $\left(x^{*}(t), \lambda^{*}(t), u^{*}(t)\right)$ is a singular arc, i.e., the equality (9) holds for $[0, \infty)$. The quadratic cost in (10) is computed as $\frac{1}{2} x_{0}^{T} P_{\alpha^{*}} x_{0}$ using the relation (14) with $\alpha=\alpha^{*}$.
$D\left(x^{*}, \lambda^{*}\right)$ is calculated as

$$
\begin{equation*}
D\left(x^{*}, \lambda^{*}\right)=D\left(e^{s^{*} t} x_{0}, \lambda^{*}(t)\right)=e^{2 s^{*} t} X \tag{29}
\end{equation*}
$$

and $X$ is non-zero by the assumption, which shows that the arc order (Def. 3.3 in [11]) is one. When the arc order is one, the necessary condition for the optimality of the singular control is given by the generalized Legendre-Clebsch condition (Theorem 3.6 in [11], [9]):

$$
\begin{equation*}
\frac{\partial}{\partial u} \frac{d^{2}}{d t^{2}}\left(\frac{\partial H}{\partial u}\right)<0, \forall t \in[0, \infty) \tag{30}
\end{equation*}
$$

From (28), the left-hand side of (30) is calculated as $D(x, \lambda)$ and thus the necessary condition for the optimality is given by

$$
\begin{gathered}
D\left(x^{*}, \lambda^{*}\right)=e^{2 s^{*} t} X<0, \forall t \in[0, \infty) \\
\hat{\Downarrow} \\
X<0 .
\end{gathered}
$$

Remark 1: The condition (24) ensures that the arc order for the considered singular arc is one. If $X=0$, higher time derivatives of (26) are required to obtain the necessary condition.

Remark 2: For a nonlinear affine system with state dimension up to three, determinant-based algebraic conditions to compute singular arcs have been proposed [11]. In this paper, Theorem 2 provides the explicit characterization of the singular control and singular arcs where the singular control is restricted to a constant for a bimodal switched linear system with arbitrary system dimension. Although the singular control is given by a constant for two-dimensional systems [16], note that, for a system with state dimension higher than two, not all the possible singular controls are represented by a constant as in Theorem 2. Our results assume the real eigenvalue condition. If the assumption does not hold, one can use the algebraic conditions [11] for systems with dimension up to three to identify the singular arcs; note that the explicit characterization of the singular arcs was not provided.

Remark 3: We considered only bimodal systems and not multi-mode systems with more than two subsystems. This limitation comes from the adopted technique in the proof of Theorem 1 where we used the formula related to the derivative of matrix exponential functions with single variable (Fact 11.14.3, [17]). When we consider the multi-mode systems, we need a similar formula for multi variables, which we are not sure if there exists. Although our results are only for bi-modal systems, it does not mean that this is too restrictive because there are some practical applications that can be represented bi-modal systems, such as DC-DC converters ([2], [16], [18]) and wheeled mobile robots (Example 1.3, [2]).

Using the above results, singular arcs are identified as follows. For the states on a unitary semisphere in the statespace, we find the states satisfying the conditions mentioned in Lemma 1 and Theorem 1. Scalar multiples of such vectors are candidate singular trajectories. Then we check whether each candidate singular trajectory satisfies the optimality condition in Theorem 2. Note that the optimization problem for each state $x_{0}$ in Lemma 1 can be solved using a general nonlinear programming solver such as fminbond in MATLAB. The linear dependency condition for $v^{*}$ and $x_{0}$ in Theorem 1 is easily checked by computing their inner product.

Note that the method mentioned above requires to solve the optimization problem (12) with the states on the unitary semisphere where the state-space gridding (on the unitary semisphere) is necessary for computation. Thus it requires more computational effort when the system dimension becomes higher. The state-space gridding-based method has been used in other optimal control literature (e.g., [6], [7], [11]), and a method for generating the gridding points on the unitary semisphere has been reported (APPENDIX B in [6]). Note here that the computation of our method is performed offline, and the applicability of the method should be evaluated in terms of a tolerable off-line computation time. Although the method may not be viable for higher dimensional systems
because of the requirement of a large amount of computation time, this drawback could be alleviated by adjusting the gridding resolution adaptively. Since we only want to identify the states $x_{0}$ satisfying the linear dependency condition, the gridding resolution can be low over the state-space regions where the linear dependency level is relatively low and should be high where the linear dependency level is relatively high. Based on this observation, we could use the following gridding strategy. First we use a uniform coarse gridding, and find the state-space regions where the linear dependency level is relatively high. Then only for such regions we increase the resolution of the gridding, and evaluate the linear dependency level. We further increase the gridding resolution only for the regions where linear dependency level is relatively high, and repeat this procedure until a prescribe level of accuracy is achieve.

## IV. Relationship to the Stabilizing Switching Law

We show that the singular control and a well-defined stabilizing switching signal have similar features. We propose a method for approximating the singular control by a discretevalued switching signal whose switching intervals have a positive lower bound, which shows that for any finite interval $[a, b](a<b)$ the number of switching times is finite. This switching signal is a well-defined switching signal (see 1.3.3 in [2] for the detailed definition of well-definedness).

Let $\alpha^{*} \notin\{0,1\}$ be singular control, and define

$$
M_{i}:=A_{i}^{T} P_{\alpha^{*}}+P_{\alpha^{*}} A_{i}, \quad i=1,2
$$

Consider the following well-defined stabilizing switching law (Chap. 3.4, [2]):

$$
S_{\text {stab }}:\left\{\begin{align*}
t_{k+1} & =\inf \left\{t>t_{k}: x^{T}(t) M_{\kappa\left(t_{k}\right.} x(t)\right.  \tag{31}\\
& \left.>-r_{\kappa\left(t_{k}\right)} x^{T}(t) Q x(t)\right\}\left(r_{i} \in(0,1),\right. \\
\kappa\left(t_{k+1}\right) & =\arg \min _{i \in\{1,2\}}\left\{x^{T}\left(t_{k+1}\right) M_{i} x\left(t_{k+1}\right)\right\}, \\
& k=1,2, \ldots, \\
\kappa(0) & =\arg \min _{i \in\{1,2\}}\left\{x_{0}^{T} M_{i} x_{0}\right\} .
\end{align*}\right.
$$

This switching law is obtained by modifying a switching law

$$
\begin{equation*}
\kappa(t)=\arg \min _{i \in\{1,2\}}\left\{x^{T}(t) M_{i} x(t)\right\} \tag{32}
\end{equation*}
$$

so that the resulting switching intervals $t_{k+1}-t_{k}(k=1,2, \ldots)$ have a positive lower bound. Now, notice that the equation (32) can be further rewritten as

$$
\begin{align*}
\kappa(t) & =\arg \min _{i \in\{1,2\}}\left\{x^{T}(t) M_{i} x(t)\right\} \\
& =\arg \min _{i \in\{1,2\}}\left\{x^{T}(t)\left(A_{i}^{T} P_{\alpha^{*}}+P_{\alpha^{*}} A_{i}\right) x(t)\right\} \\
& =\arg \min _{i \in\{1,2\}}\left\{2 x^{T}(t) P_{\alpha^{*}} A_{i} x(t)\right\}  \tag{33}\\
& =\left\{\begin{array}{rr}
1, & x^{T}(t) P_{\alpha^{*}}\left(A_{1}-A_{2}\right) x(t)<0, \\
2, & x^{T}(t) P_{\alpha^{*}}\left(A_{1}-A_{2}\right) x(t)>0 .
\end{array}\right. \tag{34}
\end{align*}
$$

Since the region $\Omega$ where the singular control occurs is included in

$$
\Omega_{s w}:=\left\{x \in \mathbb{R}^{n} \mid x^{T} P_{\alpha^{*}}\left(A_{1}-A_{2}\right) x=0\right\},
$$

```
Algorithm 1 Computation of \(r_{1}, r_{2}\) in (31).
    Set a desired relative error level \(\varepsilon>0\), an initial value
    \(r^{*} \in(0,1)\), and a sufficiently large evaluation time \(t_{f}>0\).
    For an initial state \(x_{0}\) on the singular trajectory of interest,
    compute the quadratic cost \(J^{*}\) by (23). Choose a perturbed
    initial state \(\tilde{x}_{0}\).
    loop
        Compute a quadratic cost \(J\) of the well-defined stabiliz-
        ing law (31) with \(x_{0}=\tilde{x}_{0}\) and \(r_{1}=r_{2}=r^{*}\) over \(\left[0, t_{f}\right]\).
        if \(\frac{J-J^{*}}{J^{*}}<\varepsilon\) then
            break.
        else
            \(r^{*} \leftarrow \frac{r^{*}+1}{2}\).
        end if
    end loop
    Set \(r_{1}=r_{2}=r^{*}\).
```

the singular control is approximated by the switching law $S_{s t a b}$ in the neighborhood of $\Omega$ if $\Omega_{s w}$ is attractive. The switching law $S_{\text {stab }}$ only gives a larger cost value, $J$, than the optimal cost, $J^{*}$, obtained by the singular control. However, the level of approximation can be adjusted by the parameter $r_{i} \in(0,1)$ in (31). If we choose a larger value close to 1 , the switching intervals $t_{k+1}-t_{k}$ become small and the state trajectory becomes close to the singular trajectory. We give a simple algorithm, Algorithm 1, to obtain the parameters $r_{1}$ and $r_{2}$ such that the resulting state response satisfies a prescribed level of approximation. Note that a perturbed initial state $\tilde{x}_{0}$ is used on line 4 in Algorithm 1, because $x_{0}^{T} M_{1} x_{0}=x_{0}^{T} M_{2} x_{0}$ holds in theory for an initial state $x_{0}$ on a singular trajectory and the initial switching signal $\kappa(0)$ in (31) cannot be determined. In practice, however, the exact equality does not hold in numerical computation, and replacement of $x_{0}$ with $\tilde{x}_{0}$ may not be necessary.

Remark 4: The way of the approximating the singular control in the stabilizing switching law (31) is done by introducing a hysteresis in (32). Construction of the approximating discrete-valued switching signal itself is not new; for example, a feedback switching law with a parameter adjusting the switching frequency has been reported in [18] and a frequency modulation method for creating a discrete-valued signal over a time interval has been used in [19]. In this section, however, we pointed out the relationship between the well-known switching law and the singular control, which we think has not been explicitly addressed so far.

A state-feedback switching law for linear switched systems has been proposed based on the min-type Lyapunov function in [16] and it is shown that the switching law gives a good approximate optimal control with respect to the infinite horizon quadratic cost. We here discuss the relationship between this switching law and (32). The switching law presented in Theorem 6 in [16] for the bimodal case with the state weight $Q_{1}=Q_{2}=Q>0$ is given by

$$
\begin{equation*}
i^{*}(x) \in I(x)=\arg \min _{i \in\{1,2\}, \lambda \in L(x)} x^{T}\left(P_{\lambda}-P_{i}\right) A_{i} x \tag{35}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{i}: A_{i}^{T} P_{i}+P_{i} A_{i}+Q=0,  \tag{36}\\
P_{\lambda}: A(\lambda)^{T} P_{\lambda}+P_{\lambda} A(\lambda)+Q=0\left(A(\lambda)=\lambda_{1} A_{1}+\lambda_{2} A_{2}\right) \\
L(x)=\arg \min _{\lambda \in \Lambda^{+}(M)} x^{T} P_{\lambda} x,  \tag{37}\\
\Lambda^{+}(M)=\left\{\left\{\lambda_{1}, \lambda_{2}\right\}: \lambda_{1}+\lambda_{2}=1, \lambda_{1}, \lambda_{2} \geq 0,\right.  \tag{38}\\
 \tag{39}\\
\left.\quad P_{\lambda}>0, \max \left(\operatorname{eig}\left(P_{\lambda}\right)\right) \leq M\right\}, M>0 .
\end{gather*}
$$

The objective function in (35) can be computed as

$$
\begin{aligned}
x^{T}\left(P_{\lambda}-P_{i}\right) A_{i} x & =x^{T} P_{\lambda} A_{i} x-x^{T} P_{i} A_{i} x \\
& =x^{T} P_{\lambda} A_{i} x-\frac{1}{2} x^{T}\left(P_{i} A_{i}+A_{i}^{T} P_{i}\right) x \\
& =x^{T} P_{\lambda} A_{i} x+\frac{1}{2} x^{T} Q x .
\end{aligned}
$$

Then, since the term $x^{T} Q x$ does not affect the minimization, $I(x)$ becomes

$$
\begin{align*}
I(x) & =\arg \min _{i \in\{1,2\}, \lambda \in L(x)} x^{T} P_{\lambda} A_{i} x \\
& =\arg \min _{i \in\{1,2\}} x^{T} P_{\lambda^{*}(x)} A_{i} x \tag{40}
\end{align*}
$$

where $\lambda^{*}(x) \in L(x)$, assuming $L(x)$ is a singleton set. The control law (40) has the same form as (33) except that the solution of the Lyapunov equation $P_{\lambda^{*}(x)}$ in (40) is state-dependent whereas the one in (33) is fixed. The two control laws give the same switching signal when the state $x$ is in the neighborhood of the singular trajectory of interest. Note that the control law (40) requires to solve the optimization problem (38) online, whereas (33) requires offline optimization of (12) over the states (on the unitary semisphere) to obtain the fixed $P_{\alpha^{*}}$. If the state is in the neighborhood of a different singular trajectory, the control law (33) with the fixed $P_{\alpha^{*}}$ does not necessarily yield an optimal one for this singular trajectory; optimality loss in this case depends on the difference of the two sets $\Omega_{s w}$ (below (34)) with two different $P_{\alpha^{*}}$ corresponding to two different singular trajectories.

## V. Illustrative Example

We consider the bimodal switched system [12] (see also [13]):

$$
\begin{aligned}
\dot{x}(t) & =A_{\kappa(t)} x(t), \kappa(t) \in\{1,2\} \\
A_{1} & =\left[\begin{array}{cc}
-10 & 5 \\
3 & -2
\end{array}\right], A_{2}=\left[\begin{array}{cc}
3 & 1 \\
7 & -20
\end{array}\right] .
\end{aligned}
$$

The subsystem $A_{1}$ is stable and $A_{2}$ is unstable (eigenvalues $\left.A_{1}:\{-11.5678,-0.4322\}, A_{2}:\{3.3004,-20.30042\}\right)$. The convex combination $A(\alpha)=\alpha A_{1}+(1-\alpha) A_{2}$ is stable for $\alpha: 0.2975<\alpha \leq 1$. We choose the weighting matrix $Q=$ $\operatorname{diag}(1,1)$ in $(10)$. In the following, we find the singular arcs using the main results (Lemma 1, Theorem 1 and Theorem 2), and also demonstrate how singular control is approximated by the well-defined stabilizing switching law addressed in Section IV.


Fig. 1. Singular trajectories.


Fig. 2. Singular control and approximate stabilizing switching signals.

We first find singular trajectories using Lemma 1 and Theorem 1. Among the points $x=[\cos \theta, \sin \theta]^{T}(0 \leq \theta \leq \pi)$, we found vectors that are linearly dependent with an eigenvector $v^{*}$ of $A\left(\alpha^{*}\right)\left(\alpha^{*}=\arg \min _{\alpha} g(\alpha, x)\right)$. The optimization problem (12) was solved using fminbnd in MATLAB. Two points satisfying the described condition were found and the corresponding $\alpha^{*}$ values are 0.6912 and 0.7733 . The scalar multiples of the points constitute singular trajectories, and they are plotted in Fig. 1. The optimality condition (24) in Theorem 2 is satisfied with $X=-1003.8\left(\alpha^{*}=0.6912\right)$ and $X=-426.3\left(\alpha^{*}=0.7733\right)$.

We compare the singular control with the well-defined stabilizing switching law addressed in Section IV. For the initial condition $x_{0}=[3.7679,3.2868]^{T}$ on the singular trajectory (a), the singular control is $u(t)=0.6912(\kappa(t)=$ $2-u(t)=1.3088)$, and the corresponding state trajectories and time responses are plotted in Figs. 2, 3, and 4 (black solid curves). The quadratic cost is computed as $J^{*}=\frac{1}{2} x_{0}^{T} P_{\alpha *} x_{0}=$ 2.3129. Although the approximate stabilizing switching law (31) only achieves a larger cost value than $J^{*}$, we can compute


Fig. 3. Singular and approximate state-space trajectories.


Fig. 4. Singular and approximate state responses.
an approximating parameter $r_{1}$ and $r_{2}$ in (31) to attain a prescribed approximation level. Now we choose a relative error level $\varepsilon=0.01(1 \%)$, an initial approximating parameter $r^{*}=0.5$, and evaluation time $t_{f}=2.0$. Algorithm 1 is then performed and the approximating parameter $r_{1}=r_{2}=0.875$ in the well-defined stabilizing switching law (31) is obtained. The responses with $r_{1}=r_{2}=0.5$ and 0.875 are shown in Figs. 2, 3, and 4. We see that more frequent switching occurs in the control law with larger $r_{i}$, and the corresponding state responses are closer to the singular trajectory than those with smaller $r_{i}$. The quadratic costs for the stabilizing switching law with $r_{1}=r_{2}=0.5$ and 0.875 are $J=2.5266$ and 2.3309, respectively (relative error: $9.2 \%$ and $0.78 \%$, respectively).

Note that when the initial condition $x_{0}$ is not on the singular trajectory, a kind of backward integration is used to compute a non-singular arc segment (Proposition 4.2, [11]). Let us illustrate this point. For an initial condition $x_{0}=[1,6]^{T}$, the state trajectories are plotted in Fig. 5: the subsystem $A_{2}$ is first used, and then the switching signal turns into the singular control. The trajectory resembles the one for a finite-horizon


Fig. 5. State-space trajectories for the initial state $x_{0}=[1,6]^{T}$.
optimal control case reported in [12], [13].

## VI. Conclusion

We have considered a method for characterizing singular arcs in the optimal control of bimodal switched linear systems. We showed that a well-defined switching signal can be used to approximate a singular control. Future research topics include extension of the method to switched systems with more than two subsystems and classification of possible optimal controls by spectra of subsystems $A_{i}$. We think that the type of possible optimal controls is deeply related to the spectra of $A_{i}$, and the present work with the real eigenvalue assumption is a step toward this direction.

## APPENDIX <br> Derivation of (28) in Theorem 2

The representation (28) is obtained as follows. We have

$$
\begin{aligned}
& \frac{d^{2}}{d t^{2}}\left(\frac{\partial H}{\partial u}\right)=\frac{d}{d t}\left(-x^{T} Q A_{12} x-\lambda^{T}\left[A_{2}, A_{12}\right] x\right) \\
&=-\dot{x}^{T} Q A_{12} x-x^{T} Q A_{12} \dot{x}-\dot{\lambda}^{T}\left[A_{2}, A_{12}\right]-\lambda^{T}\left[A_{2}, A_{12}\right] \dot{x} \\
&=-x^{T} A^{T}(u) Q A_{12} x-x^{T} Q A_{12} A(u) x \\
&-\left(-Q x-A^{T}(u) \lambda\right)^{T}\left[A_{2}, A_{12}\right] x-\lambda^{T}\left[A_{2}, A_{12}\right] A(u) x \\
&=-x^{T}\left(A^{T}(u) Q A_{12}+Q A_{12} A(u)\right) x \\
&-\left(-Q x-A^{T}(u) \lambda\right)^{T}\left[A(u), A_{12}\right] x-\lambda^{T}\left[A(u), A_{12}\right] A(u) x
\end{aligned}
$$

and substituting $A(u)=A_{2}+u A_{12}$ in the above equation and arranging with respect to $u$ leads to

$$
\begin{aligned}
& -x^{T}\left(A_{2}^{T} Q A_{12}+u A_{12}^{T} Q A_{12}+Q A_{12} A_{2}+u Q A_{12}^{2}\right) x \\
& -\left(-Q x-A_{2}^{T} \lambda-u A_{12}^{T} \lambda\right)^{T}\left[A_{2}, A_{12}\right] x-\lambda^{T}\left[A_{2}, A_{12}\right] A_{2} x \\
& -u \lambda^{T}\left[A_{2}, A_{12}\right] A_{12} x \\
= & -x^{T}\left(A_{2}^{T} Q-Q A_{2}\right) A_{12} x-2 x^{T} Q A_{12} A_{2} x+\lambda^{T}\left[A_{2},\left[A_{2}, A_{12}\right]\right] x \\
& -u\left\{x^{T}\left(A_{12}^{T} Q+Q A_{12}\right) A_{12} x-\lambda^{T}\left[A_{12},\left[A_{2}, A_{12}\right]\right] x\right\} \\
= & C(x, \lambda)+u D(x, \lambda) .
\end{aligned}
$$
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