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Abstract. Recently, software-defined networking (SDN) is one of the network virtual-
ization technologies that has attracted significant attention. SDN allows network devices
to be controlled centrally and flexibly, allowing for changes to configuration parameters,
packet-exchange settings, and quality of service in routing, among other things. Fur-
thermore, SDN reduces network administrators’ network management workloads. SDN-
enabled network devices, on the other hand, are generally more expensive than legacy
network devices, and the total cost is a significant barrier when SDN is deployed in a
datacenter, enterprise, and small-scale networks. In this paper, from the viewpoint of the
cost and network management workload, we propose a network management and control
system based on SDN for Internet protocol (IP) over the world wide web (WWW) using
low-cost single-board computers. To validate the work of the proposal system, we designed
and constructed a small-scale experimental system that mimicked a part of the proposal
system and conducted experiments by using two functions. The experiment result showed
that the proposed system worked properly. As a result, using the proposed system can sig-
nificantly reduce total construction costs when compared to replacing all legacy network
devices with SDN-enabled ones. To be more specifically, the total cost of SDN-enabled
network devices multiplied by the number of devices can be reduced to the cost of a single
Raspberry Pi multiplied by the number of nodes. Furthermore, our proposal system also
contributes to reducing the management workload for network administrators and guar-
anteeing a certain level of security for network devices.
Keywords: Software-defined networking, IP networks, Single-board computer, Rasp-
berry Pi, OpenFlow, Ryu

1. Introduction. Recently, the amount of data flowing into data centers and corporate
networks has been increasing due to the rise of new services such as social network ser-
vices and cloud computing. Therefore, resource management and optimization for such
networks have been important [1-3]. The number of network devices in the network is
growing in response to the increase in the data flow, and so is the workload on network
administrators. Furthermore, the future will necessitate the design and operation of com-
plex networks to realize previously unimaginable services. In this context, one of the
network virtualization technologies, software-defined networking (SDN), has gained trac-
tion in recent years [4-7]. In SDN, the data plane and control plane, which are integrated
into legacy network devices, are separated, and the control plane is integrated into a
software called the controller. With this separation, network administrators can operate
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the controller to change the configuration parameters of each SDN-enabled network de-
vice, thus reducing the management workload on network administrators. Furthermore,
by connecting the controller to external applications, various functions such as routing
and quality of service can be intricately controlled. With these external applications, it
is also possible to build complex, flexible, and dynamic networks that were previously
unimaginable [8-10]. As a result, SDN has been actively deployed in data centers and
large enterprise networks to take advantage of its significant benefits. To fully reap the
benefits of SDN, all existing network devices must be replaced with SDN-enabled ones.
SDN-enabled network devices, on the other hand, are generally more expensive than lega-
cy networks devices. Therefore, it is difficult to replace all network devices at once from
the point of view of the cost, which is a major barrier to SDN introduction [11,12].
Several pieces of research have been done to solve the problem of total cost caused by

replacing all devices with SDN-enabled devices at once. One solution is to adopt the idea
of hybrid SDN [13-15], where legacy network devices and SDN-enabled devices coexist
in the network. Hybrid SDN is based on the idea of gradually replacing network devices
with SDN-enabled ones, rather than replacing all network devices at once. The gradual
replacement approach solves the cost problem, but it does not allow you to fully benefit
from SDN’s reduced management workload. As a result, to replace all network devices at
once with SDN-enabled ones while lowering costs, a study using inexpensive single-board
computers as SDN-enabled Ethernet switches was conducted [16-19]. Due to the use of
low-cost single-board computers as switches, switching performance was low and limited to
use in low-speed networks. Therefore, the solution cannot be used in a high-speed network
such as the gigabit-speed network. On the other hand, research has been conducted on
how to update legacy network devices to SDN-enabled network equipment to use high-
performance server equipment [20,21] and to use high-performance virtual switches [22].
The data plane in SDN was newly implemented in a high-performance server or virtual
switch in these studies, and the legacy network device was updated by linking with them.
Aside from the development costs, such as program implementation, it is difficult to apply
them to a gigabit-speed network because the server or virtual switch is responsible for
data transfer. If used, it necessitates the use of a very high-performance server or virtual
switch, which raises the overall system construction cost. From this background, we have
researched how to introduce a cost-effective SDN system that utilized legacy network
devices by newly adding inexpensive single-board computers into the existing network
[23-27]. In our previous research, we have proposed a system that has an inexpensive
single-board computer for a legacy network device in order to make it SDN-enabled. In
addition, we have proposed applications that work together with a controller and a new
function that notifies the controller of network information using packet-in message. In the
research, important points are only adding a single-board computer for a legacy network
device and translating SDN control commands into vendor-specific control commands in
the single-board computers.
In this paper, we propose a system that is more cost effective than our previous pro-

posed system to realize SDN deployment at a low cost. Surprisingly, the translation of
control commands by a single-board computer at each node has the advantage of prevent-
ing unencrypted packets from flowing over the IP network. Furthermore, by introducing
a web server to make the controller interface (IF) web-based, we reduce the management
workload on the network administrator in our proposal system. Furthermore, by incorpo-
rating a database, we have realized a function to visualize network device configuration
and parameters on the controller interface. The proposal system not only significantly
reduces the cost of implementing SDN, but it also allows the use of the network class
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used before the SDN update. The high functionality of the system allows network ad-
ministrators to change the configuration parameters of network devices and refer to the
information of the network device from anywhere in the network via the world wide web
(WWW), independent of where the controller is implemented.

This paper is organized as follows. Section 2 describes the proposed system. In Sec-
tion 3, we describe the results of verifying the operation of the proposed system on an
experimental network. Finally, the conclusions of this paper are given.

2. Cost-Effective Network Control System.

2.1. Proposal method. Figure 1 shows the methods used in the proposal system in this
paper. In Figure 1, the desired control commands are delivered from the SDN controller to
the single-board computer using OpenFlow [28-31] (OF) which is SDN protocol. In other
words, the control commands sent by the OpenFlow controller are received as OpenFlow
messages by the OpenFlow switch in the single-board computer, and after reading the
information in the OpenFlow message, they are translated into vendor-specific control
commands and sent to the single-board computer via vendor-specific protocols such as
Telnet and secure shell (SSH). The legacy network device is configured in response to the
control commands that are sent to it. Furthermore, it is critical to note that a single-
board computer can translate control commands for multiple legacy network devices. In
other words, in Figure 1, there are many OpenFlow connections between the OpenFlow
controller and the OpenFlow switch. The number of connections equals the number of
legacy network devices, and each connection can be used to identify the desired legacy
network device. As a result, we can control many network devices with a single-board
computer, which is less expensive than the proposed system in our previous study [23-27].

Figure 1. Method of translating control commands

The translation mechanism in which SDN control commands are translated into vendor-
specific control commands is very simple. Setting values in legacy network device such as
port number, static routing table, and virtual local area network (VLAN) number are set
to parameters in OpenFlow-Mod message. The parameters are included in the fields of
header, match, and action of the OpenFlow-Mod message. The OpenFlow message is re-
ceived by OpenFlow switch in the single-board computer. The single-board computer
has a dictionary that includes one-to-one correspondences between the parameter in
OpenFlow-Mod message and vendor-specific control command. We have developed the
dictionary in previous researches [23-27]. If the type of the received message is OpenFlow-
Mod, the parameters in OpenFlow-Mod message are changed to vendor-specific control
commands corresponding one-to-one with them using the dictionary. Finally, the vendor-
specific control commands are sent by vendor-specific communication protocol.
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2.2. Overview of the proposal system. Figure 2 shows an overview of the proposal
system. The proposal system can be divided into three layers for each main function.
In Figure 2, we adopt the method described in Figure 1. Furthermore, the controller
establishes SDN connections with SDN-enabled network devices as well as single-board
computers. Furthermore, various applications can be linked to the controller, allowing for
flexible network construction and operation. In the proposal system, for example, web
servers and databases are used as applications. As a result, the network administrator’s
user interface (UI) is the web pages provided by the web server rather than the controller.
In addition to storing the settings information of network devices in the database and
visualizing them, the UI is improved by implementing a language switching function
(Japanese or English) on the web page to reduce the management workload of network
administrators.

Figure 2. Overview of the proposal system

2.3. Configuration of the proposal system. Figure 3 shows a configuration of the
proposed system in this paper. In the proposal system, there are Node-1 to Node-N, and
each node is connected by Internet protocol (IP). In Node-1, there is a control server
and a Raspberry Pi [32], one of the single-board computers, and the number of SDN
connections established is equal to the number of legacy network devises in the node. In
addition, the method in Figure 1 is used to update the legacy network devices in Node-1
to support SDN. Only the Raspberry Pi is present from Node-2 to Node-N, and it has
established connections with the controller in Node-1. Similarly, the Raspberry Pi in each
node updates the legacy network devices to support SDN. In Figure 3, the manager PC is
also in Node-1, but it could be in any other node. In other words, the controller of Node-1
can be used from any other node via the web, which greatly contributes to reducing the
management workload on network administrators.

2.4. Functional components and processing flow. Figure 4 shows the configuration
of functional components and the operation flow at Node-1 in the proposal system shown
in Figure 3. The network administrator uses the manager PC running a web browser to
change the settings of the legacy network devices from Layer-1 to Layer-3 in the open sys-
tems interconnection reference model and to refer to the current configuration information
of the network devices. First, the network administrator selects the desired device from
the legacy network devices to be managed, then selects the desired configuration items,
which are the functions on the device from Layer-1 to Layer-3, enters the parameters, and
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Figure 3. Proposal system

Figure 4. Functional components and processing flow

sends them. Alternatively, once a device has been selected by the network administrator,
a control command referring to the device’s configuration information can be sent. Next,
the sent control command is received by the web server in the control server through
the transmission control protocol/Internet protocol (TCP/IP)-IF, and if it is a control
command to change the device settings, it is passed to the OpenFlow controller after
updating the database, and if it is the control command to refer the device configuration
information, the information is retrieved from the database and is sent back. Following
that, the OpenFlow controller uses the received control commands to identify the Open-
Flow connection to be used and sends the control commands as an OpenFlow message.
The OpenFlow message sent is received by the OpenFlow switch in the Raspberry Pi
that has established the OpenFlow connection, and the control commands are translated
through the adapter and sent to the device using the vendor-specific protocol. In this pa-
per, we adopt Telnet which has long been used as the vendor-specific protocol. Telnet is
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a communication protocol used in IP networks to control remote servers and routers and
switches from a terminal generally. Because all communication in Telnet is unencrypted,
sending packets over the IP network is risky; however, in our proposed system, packets
flowing over the IP network are limited to encrypted packets such as OpenFlow packets.
Because unencrypted packets, such as Telnet packets, can only travel within each node,
the network can be run relatively safely.

3. Experimental Demonstration. To verify the work of the proposal system, we built
a small-scale experimental system that mimics Node-1 in Figure 3. In the experimental
system, the two functions were executed three times each on two legacy layer-3 switches
(L3SW) and the work was verified by observing the receiving throughput of the router
tester. Furthermore, Wireshark [33], one of the packet capture tools, was used in the
experimental system to capture packets before and after the execution of the two functions.
As a result, the proposed system’s correct operation was confirmed further by capturing
major packets such as OpenFlow packets.

3.1. Experimental setup. Figure 5 shows the experimental setup. Two L3SWs, a router
tester, a manager PC, a control server, a Raspberry Pi, and an analyzer for packet capture
were located as shown in Figures 3 and 4. The router tester kept 0.9 Gbps traffic flowing
through the two L3SWs. The traffic was received on three ports, Rx1 through Rx3.
In other words, three IP addresses (192.168.23.2, 192.168.24.2, and 192.168.30.2) were
assigned to the receiving ports of the router tester, and 0.3 Gbps traffic destined for each
IP address was continuously flowing. As a default setting, L3SW1 was not configured
with a static routing table for Rx1, Rx2, and Rx3, but L3SW2 was configured to route
correctly, including the IP interface settings. The IP interface settings referred to the
IP address assigned to the network device’s virtual local area network (VLAN), and the
VLAN was configured with the ports that participate in that VLAN. In other words,
L3SW2 had three VLANs and their respective IP interfaces configured on a single port
that was used as the sending port for routing packets to Rx1, Rx2, and Rx3. As the result
of initial settings, the receiving throughput of the router tester by default was 0 Gbps.

Figure 5. Experimental setup
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3.2. User interface. Figure 6 shows the UI used by the network administrator. Figure
6(a) shows the transition of the UI when accessing the web server from a web browser
and selecting L3SW2 from the list of managed devices. The left side of the final UI by the
transition of the web page shows the setting list referring to the database. On the right
side, there are boxes for entering parameters for executing some functions from Layer-1
to Layer-3, and after entering parameters in each function and clicking the send button,
control commands can be sent to the web server and the database can be updated. In
Figures 6(b) and 6(c), the left side shows the UI of referring to the database of IP Interface
in L3SW2 of the initial configuration and after the experiment, respectively, and the right
side shows the UI of referring to the database of static routing table in L3SW1.

(a) User interface on web browser in manager PC

(b) Database reference in initial settings

(c) Database reference after executing functions

Figure 6. User interface
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3.3. Experimental procedure.

3.3.1. System verification with increasing IP-throughputs. As shown in Figure 5, static
entries were added to the routing table in L3SW1. Router tester had three destinations,
and the three destinations were configured one by one so that traffic could flow to each
destination. In other words, after the initial settings, the manager PC sent the control
command to add the static routing table three times. When the control command was
correctly sent to L3SW1 according to the processing flow depicted in Figure 4, the router
tester’s receiving throughput increased by about 0.3 Gbps for each sending control com-
mand. Therefore, it was possible to verify the work of the proposal system by observing
the receiving throughput of the router tester and seeing the change.

3.3.2. System verification with decreasing IP-throughputs. After completing the addition
static entries of the routing table in 3.3.1, the IP interfaces of L3SW2 were removed as
shown in Figure 5. In other words, the three IP interfaces initially set in L3SW2 were
removed in order by operating the manager PC. When the control command is correctly
sent to L3SW2 according to the processing flow shown in Figure 4, the router tester’s
receiving throughput drops by about 0.3 Gbps for each sending control command until it
reaches 0 Gbps. Therefore, it was possible to verify the work of the proposal system from
the change of the throughput as well as 3.3.1.

3.3.3. System verification with packet analysis. As shown in Figure 5, packet capture
was performed using LAN analyzer. We set the port mirroring function for the ports
connected to the management PC, control server, and Raspberry Pi in layer-3 switch
2, and all packets are mirrored from each device to the layer-3 switch on the analyzer.
Wireshark, one of the packet capture tools, was used to capture the major packets in
the experiment. In other words, a total of six OpenFlow packets were observed in the
experiments of 3.3.1 and 3.3.2 and the capture of these packets confirmed the correct work
of the proposed system.

3.4. Results of experimental demonstration. Figure 7(a) shows the observed changes
in the receiving throughput in the router tester, and Figure 7(b) shows the results of packet
capture. In Figure 7(a), the receiving throughput increases three times at approximately
300 Mbps, and then decreases three times at approximately 300 Mbps before reaching 0
bps. This result indicates that the addition of the static routing table and deletion of the
IP interface described in Sections 3.3.1 and 3.3.2 were carried out correctly. Furthermore,
in Figure 7(b), OpenFlow packets are correctly captured six times, described in Section
3.3.3, and changes in receiving throughput begin with the observation of OpenFlow pack-
ets within a few seconds of each other. Therefore, two results confirm that the proposed
system was working properly.
Next, we explain how much the proposed system can reduce the cost compared to

replacing all the legacy network devices with SDN-enabled network devices. Table 1 shows
the price of the SDN-enabled white-box switch in 2020 and the prices of the Raspberry
Pi and control server used in the proposal system and software. As shown in Table 1,
depending on performance, SDN-enabled network device costs about $2,900-$3,900 [21]
and replacing all the legacy network devices with SDN-enabled ones will require a huge
cost. The price of a Raspberry Pi, on the other hand, is around $33.9 [34] and Raspberry Pi
in the proposed method only requires the number of nodes in the network, so the network
construction cost is low. Furthermore, operating system (OS) for the Raspberry Pi and
OpenFlow switch are both free software. The control server is also a general-purpose,
low-cost one, and both the operating system and the Ryu [35] used as the SDN controller
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(a) Receiving throughput change of router tester

(b) Packet analysis

Figure 7. Results of experiments

Table 1. Comparison of cost

Reference [21] Proposal System

Hardware,
Software/OS

SDN-enabled
white-box switch

Raspberry Pi 3
Model B+

Control server
(HP Elite Desk
705 G3 SFF)

• Ryu
(OF Controller)
• Open vSwitch
(OF Switch)

24 ports 40 ports Raspbian 10 CentOS 7.9
10 Gbps 10 Gbps (Free) (Free)

Cost $2,900 $3,900 $33.9 $590 Free

are free software. For these reasons, the proposed system can realize the deployment of
SDN at a low cost.

Finally, we explain how much the proposed system in this research can reduce the cost
compared to our previous system [23-27]. In the previous system, the number of Raspberry
Pi required is the same as the number of legacy network devices. However, in the proposed
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system, the number of Raspberry Pi is the same as the number of network nodes. In
general, dozens or hundreds of the legacy network devices are included in a network node.
It is possible to reduce the number of Raspberry Pi as single-board computer. Therefore,
the proposed system can significantly reduce the system construction cost compared to
our previous system.

4. Conclusions. In this paper, we proposed a system that added new single-board com-
puters as a low-cost method to achieve centralized management by SDN. When compared
to replacing all legacy network devices with SDN-enabled ones, the cost could be signifi-
cantly reduced. The central idea is to use single-board computers to translate SDN control
commands into vendor-specific control commands. Furthermore, this translation function
can provide some level of security for network devices that only support non-encrypted
communication protocols like Telnet. In addition, linking the SDN controller with external
applications can achieve high functionality and contribute to reducing the management
workload for network administrators. In this study, we adopted a web server and a data-
base for advanced functionality to remove the management restriction based on the im-
plemented location of the SDN controller, and by storing the configuration information
of network devices in the database, the administrator could refer to it at any time. We
also created an experimental network that mimicked a portion of the proposal system and
tested its functionality. As a result of the receiving throughput change of the router tester
and packet capture, the proposal system was found to be operationally sound. However,
the number of network devices that a single Raspberry Pi can manage has yet to be
validated and the controller and single-board computer are the single point of failure in
each other. In the future, the number of network devices that can be managed by one
single-board computer will be investigated and the single point of failure in the proposed
system will be overcome.
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